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Introduction
The starting point for this thesis was the problem of modeling phonetic category acquisition in infancy. Roughly speaking phonetic category acquisition refers to the process by which infants during their first year of life come to process phones (i.e. vowels and consonants) in a manner specific to the language to which they are exposed [1]. For example, a baby exposed to English speech retain the ability to distinguish between the /r/ and /l/ sounds of English, while a baby exposed to Japanese, a language where there is no equivalent of this phonetic contrast, quickly learns to ignore it [2]. This phenomenon has been documented in a large number of studies but the mechanisms underlying it have been less studied. Because of the very early age at which it occurs -before the baby even speaks their first word- it has been proposed to result from some sort of statistical learning performed by the child on the basis of the speech signal reaching their senses. This invites further investigation into what specific input data and learning algorithm can plausibly account for the observed empirical results. A few proposals have been made [3–14], but the proposed models were never tested extensively nor compared quantitatively to see whether they are really able to account for a sizable portion of the available empirical observations.

The systematic comparison of models of phonetic learning is very important, from a theoretical perspective, but also for generating new empirical predictions that could be put to test in infants. This is why, we devoted this thesis, not to the modeling of phonetic learning itself, but to the preliminary step of developing a sound method to compare these models. To this effect, we introduce in this thesis ABX-discriminability measures, which provide a systematic and flexible way of evaluating candidate models for phonetic category acquisition. We demonstrate the interest of our evaluation framework, by applying it to the evaluation of models of phonetic category processing at birth and in adults. Models of phonetic category processing at birth provide an initial state for models of phonetic category acquisition. Models of phonetic category processing in adults provide a useful baseline against which to compare models of phonetic category acquisition, the difference between the two being that models of phonetic category processing in adults do not have to be based on a plausible learning mechanism, only the learning result needing to be plausible. The next step is to apply our framework to the models of phonetic category acquisition proposed in the literature, which is left for future work.

ABX-discriminability measures are useful beyond the particular problem of modeling phonetic category processing in humans and we also present other applications. There are at least
two ways in which the interest of ABX-discriminability measures generalizes to other situations. First, it generalizes to application domains beyond cognitive science. In particular, we discuss applications in artificial intelligence, low-resource engineering and data mining. Second, it generalizes to signal beyond speech and to category structures beyond phonetic categories. In this respect, although, we only work out practical examples involving large corpora of speech recordings annotated at the word or phone level, we present the rationale for applications in a fully general way.

The manuscript is organized in two parts. In Part I, we introduce ABX-discriminability measures and their applications. Chapter 1 defines ABX-discriminability measures, investigates their theoretical, statistical and computational properties and compare them to alternative methods of measuring the separation between categories. Chapter 2 presents three broad families of applications: evaluating systems operating with little or no explicit supervision in their ability to represent a category structure of interest; providing simple computational models of human or animal behavior in discrimination tasks; providing descriptive measurements for representations of categorical data. In Part II we study models of phonetic category processing at birth (Chapter 3) and in adults (Chapter 4).
Part I

Methods
Chapter 1

ABX discriminability measures: Theory
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In this chapter, we introduce the notion of *ABX discriminability measures*. We study mathematical, statistical and computational properties of these measures that are useful in applications.

The basic intuition behind ABX discriminability measures, is that, given some tokens to which a category label is attributed (for example, some acoustic recordings of spoken words, with the associated phonetic transcriptions as category labels), we want to measure how well the different categories are separated in the token space by measuring whether tokens from the same category are closer to each other than to tokens from a different categories according to some measure of similarity between tokens. The A, B, X in ABX comes from the particular way this is done. Triplets A, B and X of tokens are formed where A and B are taken from different categories and X is either from the same category as A or as B. Then the similarity between A and X and between B and X is measured, and the triplets is rated as correctly classified if X is closer to the token from the same category. This is done systematically for all possible triplets from a given pair of categories and the proportion of correctly classified triplets is computed, yielding a measure of the separability of the two categories in the token space according to the similarity measure.

In most settings, the set of tokens considered is just a sample from all possible tokens of interest and we are not interested in learning something specific about the particular sample observed. The general device of probability theory allows taking this into account and we will present our results in a probabilistic framework.

In Section 1.1, we introduce ABX discriminability measures for the 2-category case. We then motivate their interest in Section 1.2, by comparing them to alternative methods of measuring the separation between two categories. In Section 1.3, we discuss ABX discriminability measures for an arbitrary number of categories. In Section 1.4, we discuss ABX discriminability measures for an arbitrary number of *structured categories*. By *structured categories*, we mean situations where each token is simultaneously characterized by several category labels (for example, some acoustic recordings of spoken words produced by different speakers, with the associated phonetic transcriptions and the speaker’s identities as category labels).
1.1 ABX discriminability for two categories

In this section, we give a probabilistic definition of the notion of ABX-discriminability between two categories and show how it can be estimated in practice from a finite sample. More specifically, in Section 1.1.1, we introduce formally the probabilistic framework in which we work. In Section 1.1.2, we define the ABX-discriminability between two categories. In Section 1.1.3, we show how to estimate it from finite samples. In Section 1.1.4, we show how to compute confidence intervals around the estimated values.

1.1.1 Formalism and notations

Let us consider some observations \( x = (x_1, x_2, ..., x_m) \) and \( y = (y_1, y_2, ..., y_n) \) taking values in an arbitrary space \( E \) and associated to two different categories. For example, \( E \) could be a space of images and \( x \) could be a sample of images of animals and \( y \) a sample of images of inanimate objects. We consider the following probabilistic framework:

1. the sampling space \( E \) is supposed to be endowed with a \( \sigma \)-algebra \( \Pi \), in order for \((E, \Pi)\) to be a measurable space;
2. \( x \), respectively \( y \), is supposed to be an i.i.d. sample from probability measure \( P \), respectively \( Q \), on \( E \) and \( x \) and \( y \) are supposed to be independent of each other;
3. \( d \) is a measurable function from \((E \times E, \Pi \otimes \Pi)\) to \((\mathbb{R}, B)\) where \( B \) is the Borel \( \sigma \)-algebra on \( \mathbb{R} \). It is meant as a measure of dissimilarity between elements of \( E \) and we will refer to it as a dissimilarity function, but note that we do not require it to be a metric in the usual mathematical sense.
1.1.2 Definition and formal properties

1.1.2.1 Definition

Definition 1. The **ABX-discriminability** of a category with distribution \( P \) from a category with distribution \( Q \) according to dissimilarity function \( d \) is defined as the real number:

\[
\mathcal{D}_{\text{ABX}}(d, P, Q) := p_{a,b,x \sim P \otimes Q \otimes P}[d(a, x) < d(b, x)] + \frac{1}{2} p_{a,b,x \sim P \otimes Q \otimes P}[d(a, x) = d(b, x)].
\]

Remark 1. The second term in the addition above is important to ensure a consistent chance level (see Property 2 below). It is always equal to 0 and can be safely ignored when the dissimilarity function is continuous and the probability measures considered have no atoms.

Definition 2. The **symmetric ABX-discriminability** between \( P \) and \( Q \) according to \( d \) is defined as:

\[
\Delta_{\text{ABX}}(d, P, Q) := \frac{1}{2}(\mathcal{D}_{\text{ABX}}(d, P, Q) + \mathcal{D}_{\text{ABX}}(d, Q, P)).
\]

Definition 3. The **ABX-confusability** of \( P \) with \( Q \) according to \( d \) is defined as:

\[
C_{\text{ABX}}(d, P, Q) := 1 - \mathcal{D}_{\text{ABX}}(d, P, Q).
\]

Definition 4. The **symmetric ABX-confusability** between \( P \) and \( Q \) according to \( d \) is defined as:

\[
\epsilon_{\text{ABX}}(d, P, Q) := 1 - \Delta_{\text{ABX}}(d, P, Q).
\]

Remark 2. The measurability of \( d \) ensures that all the quantities introduced in this section are well-defined.

1.1.2.2 Basic properties

In this section, we give some useful properties of ABX-discriminability measures. The proofs are straightforward and are not given.

**Property 1** (Bounds). The quantities \( \mathcal{D}_{\text{ABX}}(d, P, Q), \Delta_{\text{ABX}}(d, P, Q), C_{\text{ABX}}(d, P, Q), \epsilon_{\text{ABX}}(d, P, Q) \) defined above are comprised between 0 and 1.
Property 2 (Chance-level). If $P = Q$, then:

$$D_{abx}(d, P, Q) = \Delta_{abx}(d, P, Q) = \epsilon_{abx}(d, P, Q) = \epsilon_{abx}(d, P, Q) = \frac{1}{2}.$$  

Next, we define a function that is closely associated with ABX-discriminability measures and that we will encounter several times in this chapter.

Definition 5. Let us define:

$$\phi_d : E^3 \rightarrow \mathbb{R},$$

$$a, b, x \mapsto 1_{d(a,x) < d(b,x)} + \frac{1}{2}1_{d(a,x) = d(b,x)}$$

where $1$ denotes an indicator function, equal to 1 if its predicate is true and 0 otherwise.

The function we just defined finds its first usage in the following property, which provides an alternative characterization of ABX-discriminability measures that is often technically more convenient to manipulate than the original definition.

Property 3 (Alternative characterization).

$$D_{ABX}(d, P, Q) = \mathbb{E}_{a,b,x \sim P \otimes Q \otimes P}[\phi_d(a, b, x)] = \int_{E^3} \phi_d(a, b, x)P \otimes Q \otimes P(d(a, b, x)).$$

1.1.2.3 Assymetry

In general, it is not true that $D_{ABX}(d, P, Q) = D_{ABX}(d, Q, P)$, hence the interest of introducing the symmetric version $\Delta_{ABX}(d, P, Q)$. To illustrate how this asymmetry can be interpreted, let us study the quantity:

$$\rho_{ABX}(d, P, Q) := D_{ABX}(d, P, Q) - D_{ABX}(d, Q, P).$$

Using property 3 together with the linearity of the integral, we obtain:

$$\rho_{ABX}(d, P, Q) = \int_{E^2} \left[ \int_{E} \phi_d(a, b, x)P(dx) - \int_{E} \phi_d(b, a, x)Q(dx) \right] P \otimes Q(d(a, b)).$$

For any $a, b$ elements of $E$, let us define $A_{ab} = \{x \in E \mid d(a,x) < d(b,x)\}$, $B_{ab} = \{x \in$
$E \mid d(a, x) > d(b, x)$ and $E_{ab} = \{x \in E \mid d(a, x) = d(b, x)\}$. For example, if $E = \mathbb{R}^n$ and $d$ is the euclidean distance, $A_{ab}$ is the half-space on the same side as $a$ of the perpendicular bisector to segment $[ab]$ and $B_{ab}$ the half-space on the other side. Then,

$$\phi_d(a, b, x) = \begin{cases} 
1 & \text{if } x \in A_{ab} \\
0 & \text{if } x \in B_{ab} \\
1/2 & \text{else}
\end{cases}$$

Combining this with the observation that $\phi(a, b, x) = 1 - \phi(b, a, x)$ we obtain:

$$\rho_{ABX}(d, P, Q) = \int_{E^2} \left[ Q(A_{ab}) - P(B_{ab}) + \frac{1}{2} (Q(E_{ab}) - P(E_{ab})) \right] P \otimes Q(d(a, b)).$$

Thus, $\rho_{ABX}$ is obtained as an average over all pairs of points $a$ and $b$, weighted by the probability distributions $P$ and $Q$ respectively, of the amount by which $Q$ spills over the perpendicular bisector to segment $[ab]$ toward the $a$ side, minus the amount by which $P$ spills over that bisector toward the $b$ side.

As an example, the support of two uniform distributions $P$ and $Q$ on the plane is represented in figure 1.1, $P$ being rather broad and $Q$ more specific. Taking two samples of distribution $Q$ and one of distribution $P$, it’s very likely that the two samples of distribution $Q$ are going to be closer to one another than to the sample of distribution $P$. However, taking two samples of distribution $P$ and one of distribution $Q$, it’s much less likely that the two sample of distribution $P$ are going to be closer to one another than to the sample of distribution $Q$. Thus in this example $\rho_{ABX}(d, P, Q) < 0$, i.e. $P$, the broader distribution is more likely to be confused with $Q$, the more specific distribution, than $Q$ is likely to be confused with $P$.

![Figure 1.1](image.png)

**Figure 1.1:** Two distributions illustrating the interpretation of asymmetry in the ABX-discriminabilities $D_{ABX}(d, P, Q)$ and $D_{ABX}(d, Q, P)$. 
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1.1.3 Point estimation

We gave a definition of ABX-discriminability measures in terms of probability distributions, but, in practice, we only have access to finite samples from these probability distributions. In Section 1.1.3.1, we introduce a finite sample estimator of the ABX-discriminability between two distributions. We show in Section 1.1.3.2, that this estimator has good statistical properties and is even optimal in a certain sense. In Section 1.1.3.3, we characterize the computational complexity of the proposed estimator. Finally, in Section 1.1.3.4, we introduced a sampled version of the estimator, allowing for trade-offs between computational complexity and statistical efficiency. The proofs for all the results are given in Appendix A.

1.1.3.1 A first estimator of the ABX-discriminability between two distributions

In practice, to estimate $\theta = D_{abx}(d, \mathbb{P}, \mathbb{Q})$, we usually only have access to independent i.i.d. samples $\mathbf{x}$ and $\mathbf{y}$ with law $\mathbb{P}$ and $\mathbb{Q}$ and size $m$ and $n$ respectively.

**Definition 6** (Point estimator). Let us define the empirical ABX-discriminability $\hat{\theta}$ as follows.

For any measurable function $d : E \times E \mapsto \mathbb{R}$ and any $\mathbf{x}, \mathbf{y}$ in $E^m \times E^n$,

$$\hat{\theta}(d, \mathbf{x}, \mathbf{y}) := \frac{1}{m(m-1)n} \sum_{a \in S(\mathbf{x})} \sum_{b \in S(\mathbf{y})} \sum_{x \in S(\mathbf{x}) \setminus \{a\}} \left( I_{d(a,x) < d(b,x)} + \frac{1}{2} I_{d(a,x) = d(b,x)} \right),$$

where $I$ denotes an indicator function, $S(\mathbf{x})$ and $S(\mathbf{y})$ denote the multisets $\{x_1, x_2, ..., x_m\}$ and $\{y_1, y_2, ..., y_n\}$ constructed from the coordinates of $\mathbf{x}$ and $\mathbf{y}$ and \ is the multiset difference operator.

1.1.3.2 Statistical properties

Let us now state some results showing that $\hat{\theta}$ is a good estimator of $\theta$. Specifically, we show that $\hat{\theta}$ is *unbiased*, i.e. it does not systematically deviate from $\theta$ even for finite samples, *consistent*, i.e. it tends toward $\theta$ as the samples size increases, and *efficient* among unbiased estimators in a non-parametric setting, i.e. in the absence of additional assumptions on the probability distributions involved, $\hat{\theta}$ is on average closer to the true value of $\theta$ than any other unbiased estimator.
Property 4 (Unbiasedness). \( \hat{\theta} \) is an unbiased estimator of \( \theta \).

Property 5 (Consistency). \( \hat{\theta} \) is a (strongly) consistent estimator of \( \theta \).

\( \hat{\theta} \) as an estimator of \( \theta = D_{\text{ABX}}(d, \mathbb{P}, \mathbb{Q}) \) is optimal in the sense of the following theorem.

Theorem 1 (Efficiency). Among all estimators of \( D_{\text{ABX}}(d, \mathbb{P}, \mathbb{Q}) \) that are unbiased for all possible probability distributions \( \mathbb{P} \) and \( \mathbb{Q} \) on \( (E, \Pi) \), \( \hat{\theta} \) has minimum convex risk.

1.1.3.3 Computational properties

In this discussion, to keep things simple, we ignore the case of ties. Taking it into account would not change significantly the computational complexity results. The following alternative expression for the empirical ABX-discriminability suggests a more efficient way to compute it than the original definition.

Property 6.

\[
\hat{\theta}(d, \mathbf{x}, \mathbf{y}) = 1 - \frac{1}{m(m-1)n} \sum_{i=1}^{m} \sum_{j=1}^{m-1} (r_i(j) - j),
\]

where \( r_i(j) \) is the rank of the \( j \)-th element of \( \mathbf{x} \) that is encountered when one goes through the elements of the multiset \( \{d(e, x_i) \mid e \in (S(x) \cup S(y)) \setminus \{x_i\} \} \) ordered from the smallest to the largest.

From the above formula, we can easily obtain a worst-case computational complexity for the computation of the empirical ABX-discriminability.

Property 7 (Computational complexity). \( m(m-1) + mn \) evaluations of the dissimilarity function and \( O(m(m + n) \log(m + n)) \) elementary computing operations are always sufficient to compute \( \hat{\theta}(d, \mathbf{x}, \mathbf{y}) \).

Property 7 shows that the worst-case computational complexity of our ABX-discriminability estimator is essentially quadratic in the size of the samples. For large samples, this can become problematic. In the next section, we show that the estimator can be easily adapted to offer a compromise between computational complexity and statistical efficiency.
1.1.3.4 Trading-off statistical efficiency for computational efficiency through a sampled estimator

A trade-off between computational complexity and statistical efficiency can be achieved by computing the ABX discriminability on only a subset of all possible ABX triplets. Here we consider selecting $B$ triplets at random, with replacement, from the set of all possible triplets.

**Definition 7** (Sampled point estimator).

$$
\hat{\theta}_B(d, x, y) := \frac{1}{B} \sum_{i=1}^{B} \left( \mathbb{1}_{d(a(i), x(i)) < d(b(i), x(i))} + \frac{1}{2} \mathbb{1}_{d(a(i), x(i)) = d(b(i), x(i))} \right),
$$

where for any $1 \leq i \leq B$, $(a(i), b(i), x(i))$ is drawn at random with replacement from the multiset
\{(a, b, x) \in S(x) \times S(y) \times S(x) \mid a \neq x\}.

It is easily seen that $\hat{\theta}_B$ is still an unbiased and (strongly) consistent estimator of $\theta$. The next property characterizes how the statistical efficiency of the estimator is affected by sampling.

**Property 8** (Bound on the variance of the sampled estimator).

$$
\text{Var}[\hat{\theta}_B] \leq \frac{B - 1}{B} \text{Var}[\hat{\theta}] + \frac{\theta(1 - \theta)}{B} \leq \frac{B - 1}{B} \text{Var}[\hat{\theta}] + \frac{1}{4B}.
$$

The next property characterizes how sampling affects the worst-case computational complexity of the estimator.

**Property 9** (Computational complexity of the sampled estimator). It is sufficient to perform $O(B)$ elementary computing operations and to compute $n(B) \leq m(m - 1) + mn$ dissimilarities to determine the numerical value of $\hat{\theta}_B(d, x, y)$.

The number of required evaluations of the dissimilarity function $n(B)$ is a random variable and it would be interesting to study its distribution further, in particular to understand the limits of the proposed sampled estimator in the cases where the computational bottleneck is in the calculation of the dissimilarities, but we leave this for future work.

---

1When $\min(m, n, B) \to +\infty$. 
1.1.4 Interval estimation

In this section, we consider how to compute confidence intervals for ABX discriminability measures. We present a confidence interval based on a concentration inequality that is non-asymptotic but also quite conservative and a bootstrap confidence interval which is less conservative, but comes only with asymptotic theoretical guarantees. The proofs of the results are in Appendix A.

**Theorem 2** (Non-asymptotic confidence interval).

\[
\left[ \hat{\theta}(d, x, y) - \sqrt{\frac{\log \frac{2}{\alpha}}{2 \min(\left\lfloor \frac{m}{2} \right\rfloor, n)}}; \hat{\theta}(d, x, y) + \sqrt{\frac{\log \frac{2}{\alpha}}{2 \min(\left\lfloor \frac{m}{2} \right\rfloor, n)}} \right]
\]

is a confidence interval for \( \theta \) with coverage at least \( \alpha \).

Let us define:

\[ \rho_{01} = \frac{\text{Cov}(\Phi_d(a_1, x_1, b), \Phi_d(a_2, x_2, b))}{\theta(1 - \theta)} \]

and:

\[ \rho_{10} = \frac{\text{Cov}(\Phi_d(a, x_1, b_1), \Phi_d(a, x_2, b_2))}{\theta(1 - \theta)}, \]

where \( \Phi_d : a, x, b \mapsto \frac{1}{2}(\phi_d(a, b, x) + \phi_d(x, b, a)) \).

**Theorem 3** (Bootstrap asymptotic confidence interval). Suppose \( \rho_{10} > 0 \) and \( \rho_{01} > 0 \).

Let \( \alpha \) be the desired coverage of a confidence interval for \( \theta \). Let \( X^* = (X^*_1, X^*_2, ..., X^*_m) \) be i.i.d. random variables with common law \( \frac{1}{n} \sum_{i=1}^{m} \delta_{x_i} \), and \( Y^* = (Y^*_1, Y^*_2, ..., Y^*_n) \) be i.i.d. random variables with common law \( \frac{1}{n} \sum_{i=1}^{m} \delta_{y_i} \). Define \( t_{1-\frac{\alpha}{2}} \) and \( t_{\frac{\alpha}{2}} \) as the \( 1 - \frac{\alpha}{2} \) and \( \frac{\alpha}{2} \) quantiles of the distribution of

\[ \sqrt{\min(m, n)} \left( \hat{\theta}(d, X^*, Y^*) - \hat{\theta}(d, x, y) \right). \]

If \( m \) and \( n \) tend towards \( +\infty \) at a comparable rate, i.e. \( \min(m, n) \to +\infty \) and there exists \( \lambda \in [0; +\infty[ \), such that \( n/m \to \lambda \), then

\[
\left[ \hat{\theta} - \frac{\hat{t}_{1-\frac{\alpha}{2}}}{\sqrt{\min(m, n)}}, \hat{\theta} - \frac{\hat{t}_{\frac{\alpha}{2}}}{\sqrt{\min(m, n)}} \right]
\]

is an asymptotic confidence interval for \( \theta \) with coverage at least \( \alpha \).
1.2 Comparison with other measures of the separation of two categories

ABX discriminability measures, as defined in the previous section, provide a quantitative characterization of the separation between two categories. In this section, we compare them to other common ways in which the separation between two categories can be measured. In Section 1.2.1, we introduce several alternative measures. In Section 1.2.2, we investigate formally and empirically the relationship between ABX discriminability and these other measures. In Section 1.2.3, we discuss some elements that can help in deciding, for any given application, which method is the most appropriate. The proofs of the formal results in this section can be found in Appendix A.

1.2.1 Three types of measures of category separation

In this section, we introduce three (family of) alternatives to ABX discriminability measures for quantifying the separation between two categories: Same/Different (AX) discriminability, supervised classification and unsupervised classification. Same/Different (AX) discriminability measures the separation between two categories by asking to what extent it is possible to tell whether two tokens (A and X) come from the same category or not. As for ABX discriminability, this is based on measuring the performance in a discrimination task. Another way of characterizing the separation between two categories consists in measuring the performance in an X classification task, that is to say, measuring how difficult it is, given an unlabeled token from one of the category, to decide to which category it belongs. This can be done in (at least) two different ways. In unsupervised classification, also called clustering, the decision has to be made on the sole basis of an observed mixture of the distributions of the two categories, without knowledge of the individual distributions from which the mixture was generated. In supervised classification, by contrast, the distribution of each category is supposed to be available separately to inform the decision. We present Same/Different (AX) discriminability in Section 1.2.1.1, supervised classification in Section 1.2.1.2 and unsupervised classification in Section 1.2.1.3.
1.2.1.1 Same/Different (AX) discriminability

We begin by considering a measure of the separation of two categories that is also based on a discrimination task: Same/Different or AX discriminability. AX discriminability measures are based on a principle even simpler than ABX discriminability measures: given two tokens $A$ and $X$, are they similar or different? In practice, as for ABX discriminability the decision is made on the basis of a measure of dissimilarity between $A$ and $X$: if the dissimilarity is larger than a given threshold the two tokens are deemed different otherwise they are considered similar. For a given value of the threshold, the separability of the two categories can be characterized by two numbers: the *AX false positive rate* measuring the probability to consider the two tokens as different even though they were drawn from the same category and the *AX true positive rate* measuring the probability to consider the two tokens as different when they were really drawn from different categories. Formal definitions for these quantities are given below.

**Definition 8.** The *AX false positive rate* for a category with distribution $P$ according to dissimilarity function $d$ and threshold $\tau$ is defined as the real number:

\[
F_{AX}(d, P, \tau) := p_{a,x \sim P \otimes P}[d(a, x) > \tau] + \frac{1}{2} p_{a,x \sim P \otimes P}[d(a, x) = \tau].
\]

**Definition 9.** The *AX true positive rate* for discriminating a category with distribution $P$ from a category with distribution $Q$ according to dissimilarity function $d$ and threshold $\tau$ is defined as the real number:

\[
T_{AX}(d, P, Q, \tau) := p_{a,x \sim Q \otimes P}[d(a, x) > \tau] + \frac{1}{2} p_{a,x \sim Q \otimes P}[d(a, x) = \tau].
\]

It is often more convenient to summarize the separability of the two categories with a single number. Since there is no obvious way to set the value of the threshold $\tau$, it is also desirable to find a measure that does not depend on the choice of a particular threshold $\tau$. The Area Under the so-called ROC Curve, obtained when plotting the *AX true positive rate* as a function of the *AX false positive rate* as $\tau$ varies (see for example [15]), satisfy these requirements. We call this measure *AX discriminability*. It can be defined formally as follows, under some regularity conditions on the *AX false positive rate* and the *AX true positive rate* as functions of $\tau$.
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Definition 10. Let us suppose that $\tau \mapsto T_{\text{ax}}(d, P, Q, \tau)$ is $C^1$ and $\tau \mapsto F_{\text{ax}}(d, P, \tau)$ is a $C^1$-diffeomorphism. Then the $AX$ discriminability of a category with distribution $P$ from a category with distribution $Q$ according to dissimilarity function $d$ is defined as the real number:

$$D_{\text{ax}}(d, P, Q) := \int_{-\infty}^{\infty} T_{\text{ax}}(d, P, Q, \tau) \frac{\partial F_{\text{ax}}(d, P, \tau)}{\partial \tau} d\tau.$$ 

1.2.1.2 Supervised classification

Recall that our starting point is two independent i.i.d. samples $x = (x_1, x_2, ..., x_m)$ and $y = (y_1, y_2, ..., y_n)$ respectively from probability measure $P$ and $Q$ on a sampling space $(E, \Pi)$. Our goal is to estimate from $x$ and $y$, without direct access to $P$ and $Q$, a measure $s(P, Q)$ of the separability of $P$ and $Q$.

In a standard supervised classification setting, a set $\mathcal{H}$ of potential classifier functions is considered together with a real-valued evaluation function $s$ that quantifies how well a given classifier can distinguish $P$ from $Q$. Then the idea is to take as an index of separability of $P$ and $Q$ the evaluation score $s^*$ for the best classifier in $\mathcal{H}$, i.e.

$$s^*(\mathcal{H}, P, Q) := \sup_{h \in \mathcal{H}} s(h, P, Q).$$

Let us define more precisely the notion of classifier and evaluation function and give some examples. Roughly, a classifier is a function that takes as input a point of $E$ and outputs a prediction regarding the category to which this point belongs. The prediction can be graded, more positive values indicating higher confidence that the point belongs to one category, and more negative values higher confidence that the point belongs to the other. More formally, a classifier can be defined as a (measurable) function from $E$ to $\mathbb{R}$. For example, if $E = \mathbb{R}^p$, $\mathcal{H}$ could be the set of all linear classifiers, i.e. functions of the form:

$$h_{w,b} : E \rightarrow \mathbb{R}, \quad v \mapsto w \cdot v + b,$$

for $w$ in $E$ and $b$ in $\mathbb{R}$ (where $\cdot$ denotes the canonical scalar product on $E$). The idea being that the equation $w \cdot v + b = 0$ defines an hyperplane that separates $E$ in two halves and that
points in one half will be attributed to one category and points in the other half to the other, with a confidence larger for points further away from the separation hyperplane. For example, Figure 1.2 shows two linearly separable probability distributions on $\mathbb{R}^2$ together with a separating hyperplane (an hyperplane in $\mathbb{R}^2$ being a line).

![Figure 1.2: Two uniform probability distributions in the plane separated by a hyperplane.](Image)

Regarding the evaluation function, if we note $\mathcal{P}$ the set of all probability distributions on $(E, \Pi)$, then the evaluation function $s$ should simply be a function from $\mathcal{H} \times \mathcal{P} \times \mathcal{P}$ to $\mathbb{R}$. A simple example for $s$ is the Area Under the ROC Curve (AUC) for binary classifiers:

$$s_{AUC}(h, \mathcal{P}, \mathcal{Q}) := p_{x,y \sim \mathcal{P} \otimes \mathcal{Q}}[h(x) < h(y)] + \frac{1}{2} p_{x,y \sim \mathcal{P} \otimes \mathcal{Q}}[h(x) = h(y)].$$

Of course, we cannot optimize directly $s$ on $\mathcal{H}$ to find $s^*$, since we only have access to $\mathcal{P}$ and $\mathcal{Q}$ through the finite samples $x$ and $y$. Instead, we need a surrogate function $\hat{s}$ from $\mathcal{H} \times E^m \times E^n$ to $\mathbb{R}$, such that $\sup_{h \in \mathcal{H}} \hat{s}(h, \mathcal{P}, \mathcal{Q})$ is a statistically and computationally efficient estimator of $s^*(\mathcal{H}, \mathcal{P}, \mathcal{Q})$. There is a huge body of theoretical and practical work on the subject of finding an appropriate $\hat{s}$ for interesting choices of $\mathcal{H}$ and $s$. Efficient procedures with good theoretical guarantees have been found in a number of interesting settings (see for example [16] for a review).

### 1.2.1.3 Unsupervised classification

In an unsupervised classification or clustering setting, the starting point is a mixture $\mathcal{M}$ of $\mathcal{P}$ and $\mathcal{Q}$ with mixing weights $w$ and $1 - w$ respectively. The goal is to evaluate to what extent it is possible, on the basis of $\mathcal{M}$ alone, to find a finite partition of the input space $E$ that separates $\mathcal{P}$ and $\mathcal{Q}$. The number of components to find (here 2) is sometimes but not always assumed to be
known. If it is assumed to be known, only partitions of the input space in 2 parts are considered.

The evaluation is performed in two steps. First, given a set of possible finite partitions $\mathcal{H}$ and an objective function $L$, that rates the fit between $M$ and any given partition, an optimal partition $h^*$ is selected:

$$h^*(\mathcal{H}, M) := \arg\min_{h \in \mathcal{H}} L(h, M).$$

Second, the ability of this partition to separate $P$ and $Q$ is rated by a scoring function $s$.

A finite partition can be represented by a function associating a given class to each point of $E$, i.e. a (measurable) function from $E$ to $\{1, 2, \ldots, k\}$ for some $k$ in $\mathbb{N}^*$. For example, if $E = \mathbb{R}^p$, the set of possible partitions $\mathcal{H}$ could be the set of all $k$-means partitions, i.e. partitions defined by a set of $k$ points of $E$, the centroids, such that the class of any point is that of the closest centroid. Formally:

$$h_{c_1, c_2, \ldots, c_k} : E \longrightarrow \{1, 2, \ldots, k\}$$

$$v \mapsto \arg\min_{i \in \{1, 2, \ldots, k\}} ||v - c_i||_2,$$

for $(c_1, c_2, \ldots, c_k)$ in $E^k$. For example, a $k$-means partition of (a subset of) the plane, with $k = 20$ centroids is represented graphically in Figure 1.3.

The objective function $L$ should be a function from $\mathcal{H} \times P$ to $\mathbb{R}$, where $P$ is the set of all probability distributions on $(E, \Pi)$. A simple example is the $k$-means objective function, which measure the expected squared distance between a sample of $M$ and the closest centroid:

$$L_{km}(h_{c_1, c_2, \ldots, c_k}, M) := \mathbb{E}_{x \sim M} ||x - c_{h(x)}||_2^2.$$ 

The scoring function $s$ should be a function from $\mathcal{H} \times P \times P$ to $\mathbb{R}$. A simple example is the Rand index for equiprobable classes, which measures the probability that points that are really of different class are also in different parts of the partition and that points that are really of the

\[ \text{Note that if the function } h \text{ represents a partition and } \pi \text{ is a permutation of } \{1, 2, \ldots, k\}, \text{ then } \pi \circ h \text{ still represents the same partition. This means that in the proposed formalism } s \text{ and } L \text{ should be invariant to this kind of transformation applied to their first argument.} \]
Figure 1.3: An example $k$-means partition with 20 centroids. Each colored cell represents the points belonging to the same class as the centroid represented as a black dot inside the cell (source: https://commons.wikimedia.org/wiki/File:Euclidean_Voronoi_diagram.svg).

The equation is:

$$4s(h^*, P, Q) := p_{x, y \sim P \otimes P}[h^*(x) = h^*(y)] + p_{x, y \sim Q \otimes Q}[h^*(x) = h^*(y)]$$

$$+ p_{x, y \sim P \otimes Q}[h^*(x) \neq h^*(y)] + p_{x, y \sim Q \otimes P}[h^*(x) \neq h^*(y)].$$

The equation explains the same class are also in the same part of the partition:

Of course, since we only have access to $P$ and $Q$ through the finite samples $x$ and $y$, we cannot optimize directly $L$ on $H$ to find $h^*$ and we cannot evaluate directly $s$. Instead, we need a surrogate objective $\hat{L}$ from $H \times E^{m+n}$ to $\mathbb{R}$ and a surrogate score $\hat{s}$ from $H \times E^m \times E^n$ to $\mathbb{R}$, such that:

$$\hat{s}\left(\operatorname{arg\ min}_{h \in \mathcal{H}} \hat{L}(h, z), x, y\right)$$

is a computationally and statistically efficient estimator of:

$$s\left(\operatorname{arg\ min}_{h \in \mathcal{H}} L(h, M), P, Q\right)$$

(where $z = (x_1, x_2, ..., x_m, y_1, y_2, ..., y_n)$ is the concatenation of $x$ and $y$). Many choices of $H$, $\hat{L}$ and $\hat{s}$ are used in practice, but in most cases the available theoretical guarantees, when there is any, are much weaker than for supervised classification (see for example [17]).
1.2.2 Relationship with ABX discriminability

In this section, we investigate formally and empirically the relationship between ABX discriminability and the different types of evaluation methods presented in the previous section. In Section 1.2.2.1, we show that ABX discriminability and AX discriminability, although not identical, are formally connected and appear very closely associated in practice. We also show, in Section 1.2.2.2, that, although they are much looser, there are some formal connections and an empirical correlation between ABX discriminability and supervised and unsupervised classification measures.

1.2.2.1 ABX discriminability and AX discriminability

To relate AX and ABX discriminability our starting point is an interpretation of AX discriminability in terms of the expected ranking of the dissimilarities between a pair of similar and a pair of different tokens. This corresponds to a notion of ABXY discriminability, defined formally below.

**Definition 11.** The ABXY discriminability of a category with distribution $P$ from a category with distribution $Q$ according to dissimilarity function $d$ is defined as the real number:

$$D_{abxy}(d, P, Q) := p_{a,b,x,y} \sim P \otimes Q \otimes P \otimes P [d(a, x) < d(b, y)] + \frac{1}{2} p_{a,b,x,y} \sim P \otimes Q \otimes P \otimes P [d(a, x) = d(b, y)].$$

Let us now state formally the correspondence between AX and ABX discriminability.

**Property 10.** Whenever $D_{ax}(d, P, Q)$ is defined:

$$D_{abxy}(d, P, Q) = D_{ax}(d, P, Q).$$

From the definition of ABXY discriminability, it is easy to characterize how it differs from ABX discriminability, which yields the following formal relationship between AX and ABX discriminability.
Theorem 4. ABX discriminability and AX discriminability Let us define:

\[
p_1(d, P, Q) := p_{a,b,x_1,x_2 \sim P \otimes Q \otimes P} [d(b, x_2) \leq d(a, x_1) < d(b, x_1)] + \frac{1}{2} p_{a,b,x_1,x_2 \sim P \otimes Q \otimes P} [d(b, x_2) \neq d(a, x_1) = d(b, x_1)],
\]

and:

\[
p_2(d, P, Q) := p_{a,b,x_1,x_2 \sim P \otimes Q \otimes P} [d(b, x_1) \leq d(a, x_1) < d(b, x_2)] + \frac{1}{2} p_{a,b,x_1,x_2 \sim P \otimes Q \otimes P} [d(b, x_1) \neq d(a, x_1) = d(b, x_2)].
\]

Then, whenever \( D_{AX}(d, P, Q) \) is defined:

\[
D_{ABX}(d, P, Q) - D_{AX}(d, P, Q) = p_1(d, P, Q) - p_2(d, P, Q).
\]

What is interesting is that although it is possible, it is not so easy to construct examples where \( p_1 \) and \( p_2 \) are very different from each other, suggesting that in many cases ABX discriminability and AX discriminability may be very close to each other numerically. It would be interesting to determine whether it is possible to bound theoretically the difference between \( p_1 \) and \( p_2 \), at least under some assumptions on \( d, P \) and \( Q \) that are likely to hold in practical applications. Given time constraints, we do not attempt to do this and instead, we perform an empirical study of the difference between ABX discriminability and AX discriminability in a practical example.

<table>
<thead>
<tr>
<th>Contrast</th>
<th>Preceding context</th>
<th>Following context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Λ-ε</td>
<td>s</td>
<td>n</td>
</tr>
<tr>
<td>Λ-ι:</td>
<td>t</td>
<td>n</td>
</tr>
<tr>
<td>Λ-ι:</td>
<td>SIL</td>
<td>n</td>
</tr>
<tr>
<td>Λ-ι:</td>
<td>p</td>
<td>n</td>
</tr>
<tr>
<td>d-δ</td>
<td>n</td>
<td>Λ</td>
</tr>
<tr>
<td>k-n</td>
<td>Λ</td>
<td>Λ</td>
</tr>
<tr>
<td>k-t</td>
<td>i</td>
<td>s</td>
</tr>
<tr>
<td>n-s</td>
<td>Λ</td>
<td>t</td>
</tr>
<tr>
<td>n-s</td>
<td>Λ</td>
<td>t</td>
</tr>
<tr>
<td>n-s</td>
<td>i</td>
<td>t</td>
</tr>
</tbody>
</table>

Table 1.1: The 10 most frequent contrasts in a given phonetic context in a subset of the Wall Street Journal corpus (listed in no particular order). The symbol SIL is used when a segment is preceded or followed by silence.
Next, we explain the nature of the data in our practical example. The main point here is that it is a representative example of the kind of data to which we want to apply ABX discriminability, at least in the frame of this thesis. The practical details can be safely skipped, but we give them here for the interested reader. In this example, the tokens are phonetic segments as they occur in recordings of read speech. They are encoded as a sequence of MFC coefficients [18] (13 coefficients computed every 10 milliseconds). The number of coefficients characterizing a given segment thus depends on the length of this segment. As a notion of dissimilarity between such variable length items, we use Dynamic Time Warping (DTW) [19] based on a frame to frame cosine distance. A given token is characterized by the corresponding phonetic segment but also the identity of the preceding and of the following phonetic segments in the recording and the identity of the talker. The segments are extracted from recordings of 15 American English speakers reading news article from the Wall Street Journal (WSJ) corpus [20]. The time-boundaries of the segments are obtained by forced alignment using an HMM-GMM speech recognizer trained on the WSJ corpus. We consider the 10 most frequent pairs of phonetic segments in the corpus (listed in Table 1.1) and 15 speakers for which a large amount of data is available. For each speaker and each pair of segments, we compute ABX and AX discriminability scores. We chose frequent contrasts and speaker with a lot of data since our goal is to compare the theoretical quantity $D_{ABX}(d, P, Q)$ and $D_{AX}(d, P, Q)$ and not small sample estimates. The minimum number of tokens we obtain for each segment/talker pairs is 72 and we capped the maximum number of tokens as 200 to limit the duration of computation. The average number of tokens by segment/talker pair is 146.1.

The results are represented in Figure 1.4. The maximum absolute difference between the scores for the two methods is 13.2%. The (Pearson product-moment) correlation coefficient between the resulting $15 \times 10 \times 2 = 300$ ABX and AX discrimination scores is $r \approx 0.99$. (since ABX and AX discriminability are asymmetric, there are two scores for each talker/contrast pair). Although they are not identical, ABX and AX discrimination scores appear closely related in practice.
1.2.2.2 ABX discriminability and X classification

ABX discriminability and X classification measures, supervised or unsupervised, are not as closely related as ABX and AX discriminability. However, some connections can still be established. In this section, we first formally show that a sample with perfect ABX discriminability can always be perfectly classified, in both a supervised and unsupervised manner. Then, we explore empirically the relationship between ABX discriminability and the performance of various classification algorithms.

Let us first introduce a simple supervised classification algorithm: $k$-nearest neighbors. In $k$-nearest neighbors a set of items with their associated category labels, the training set is provided. Given a new item to be classified, the $k$ items from the training set that are closest to this item according to some distance function $d$ are first retrieved. Then, the predicted category for the item to be classified is determined by a majority vote between the category labels associated to these $k$ nearest neighbors. Let us suppose that a sample $z = (z_1, z_2, ..., z_n) \in E^n$ from two categories as specified by category labels $c = (c_1, c_2, ...c_n) \in \{1, 2\}^n$ is given. Let us also note $x$, respectively $y$, the multisets of elements from $z$ from category 1, respectively category
2. Finally, let us assume that a partition \((I, J)\) of \(\{1, 2, \ldots, n\}\) into a training and test set is provided and let us note the training items and labels \(z_I = (z_i)_{i \in I}\) and \(c_I = (c_i)_{i \in I}\) and the test items and labels \(z_J = (z_j)_{j \in J}\) and \(c_J = (c_j)_{j \in J}\). We define the \(k\)-nearest neighbors classification accuracy \(s_k(d, z_I, c_I, z_J, c_J)\) as the percentage of points from \(z_J\) that can be correctly classified (as specified by \(c_J\)) using the \(k\)-nearest neighbor algorithm based on \((z_I, c_I)\) and the distance function \(d\).

The following theorem shows that if the empirical ABX discriminability of two categories is perfect, then it is always possible to perform supervised classification of these categories with perfect accuracy.

**Theorem 5.** If the training set \(z_I\) contains at least one point of each class and

\[
\hat{\theta}(d, x, y) = 1 \quad \text{and} \quad \hat{\theta}(d, y, x) = 1,
\]

then the 1-nearest neighbor classification accuracy \(s_1(d, z_I, z_J, c_I, c_J)\) is equal to 1.

Let us now state a similar theorem for unsupervised classification, using the same notations. We begin by introducing a simple unsupervised classification algorithm: single-linkage clustering. Single-linkage clustering is a form of agglomerative clustering in which each point is initially attributed to its own cluster. Then the clusters corresponding to the two closest points belonging to different clusters are merged. This merging step is then iterated until some stopping criterion is satisfied. Here we will only need the \(k\)-cluster stopping criterion \((k \leq n)\), according to which the algorithm stops as soon as the number of clusters reaches \(k\).

The following theorem states that if the empirical ABX discriminability of the two categories is perfect and the number of clusters to be found is known to be 2, then it is always possible to perfectly cluster \(z\) into the two categories.

**Theorem 6.** If \(d\) is symmetric and:

\[
\hat{\theta}(d, x, y) = 1 \quad \text{and} \quad \hat{\theta}(d, y, x) = 1,
\]

then single-linkage agglomerative clustering on \(z\) with the 2-cluster stopping criterion yields the correct partition \(\{x, y\}\).
These formal results only consider the case of perfect ABX discriminability. To get some sense of what happens when this is not the case, we perform an empirical comparison of ABX discriminability with various classification algorithms in the same practical example as in the previous section. For a fair comparison, we only use classification algorithm that can be applied to the same matrix of DTW dissimilarities between phonetic segments from which ABX and AX discriminability are computed.

We consider one supervised classification metric: $k$-nearest neighbor classification accuracy, as described earlier in this section, with two differences. First instead of using simple hold-out validation, we compute the scores using 5-fold cross-validation with random subsets chosen so that each subset contains the same proportion of points of each class as the initial sample. Second, when computing the accuracy, the same weight is given to confusions of items of class 1 with items of class 2 and confusions of items of class 2 with items of class 1, irrespective of the number of exemplars of each class in the sample. With this measure, the chance level is $1/2$ as for ABX discriminability measures. For each computed score, $k$ is selected among \{1, 3, 5, 7, 9, 11, 13, 15\} to yield the best accuracy.$^3$

![Figure 1.5: ABX discriminability scores plotted as a function of other evaluation metrics, with Pearson correlation coefficients reported above each plot. The line of equation $y = x$ is plotted in black.](image)

There is a large variety of possible clustering algorithms and we consider two of them: average-linkage clustering with the 2-clusters stopping criterion (see for example [21], Section 14.3.12 pp. 523-526) and spectral clustering [22]. We chose average-linkage over single-linkage clustering.

$^3$Note that the chance level after this selection is not strictly $1/2$ anymore... To keep a chance level strictly at $1/2$ and select $k$ appropriately, a solution would be to split the initial sample into 3 parts, one as the training set, one to select $k$ and one as the testing set. We ignore this here because we are considering fairly large samples (of size at least 72) and significant overfitting is unlikely to occur from the selection of $k$. 
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clustering because single-linkage, by merging clusters with minimal minimal distance between their points, tends to create clusters that are too elongated [23]. Average-linkage solves this problem by merging clusters with minimal average distance between their points. In spectral clustering, given a matrix of similarity between points, an objective function is defined over clusterings of size 2 measuring to what extent points within each cluster are similar to each other and dissimilar from points in the other cluster. A clustering minimizing a relaxation of this objective is then found using the spectrum of the similarity matrix, hence the name.

In our case, we obtained the similarity matrix from the dissimilarity matrix by mapping each dissimilarity \( m \) in the matrix to \( e^{-\frac{m}{s}} \) where \( s \) is the standard deviation between two elements of the dissimilarity matrix. The performance of both clustering algorithms is evaluated using the Rand index adjusted for chance [24], which yields a measure whose maximum is 1 and for which the chance level is 0. To simplify the comparison with the other measures, we rescale and shift the adjusted Rand index, so that the chance level is 1/2 while the maximum is still 1.

For simplicity we only consider symmetric versions of all the reported scores (e.g. for ABX discriminability we compute \( \frac{1}{2}[\hat{\theta}(d, x, y) + \hat{\theta}(d, y, x)] \)). We thus obtain 15 speakers times 10 phonetic contrasts equals 150 scores for each method. The results are graphically represented in Figure 1.5. The main observation is that all three classification methods yields scores that are positively correlated with ABX discriminability scores, with a correlation coefficient around .77, independently of the method. Thus, while not as closely associated with ABX discriminability as AX discriminability, all classification measures still appear broadly consistent with ABX discriminability measures in practice.

Let us finish this section by looking at the correlations among the different classification measures in our empirical example, which yields another interesting result. The correlations between the scores obtained by the different methods are reported in Table 1.2. The most remarkable pattern in these correlations is that the classification measures are much less correlated with each other (last two columns of the table) than they are correlated with ABX- or AX-discriminability measures (first two columns of the table). This suggests that discriminability measures capture a fundamental aspect of the data of which the different classification measures can be seen as noisy variations.
<table>
<thead>
<tr>
<th>ABX discriminability</th>
<th>AX discriminability</th>
<th>$k$-nearest neighbors</th>
<th>Spectral clustering</th>
<th>Average linkage clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.99</td>
<td>.77 .75</td>
<td>.77 .78 .66</td>
<td>.78 .83 .53 .56</td>
</tr>
</tbody>
</table>

Table 1.2: Pearson correlation coefficients between the scores obtained with different evaluation metrics. The metrics are ordered on the columns as they are ordered on the lines. Only the bottom-left half of the correlation matrix is represented because the correlations are symmetric.

1.2.3 Comparison of their properties as evaluation metrics

In the previous section, we observed empirically a broad similarity between the results obtained by different methods of measuring the separation between two categories. Given this similarity, how can we decide which method should be preferred in a particular application? Sometimes, the choice is obvious given the specifics of the application, but in many cases several alternatives appear possible (see Chapter 2 for concrete examples of applications). In this section, we discuss some general differences between the various methods that can provide some ground for deciding between them. In Section 1.2.3.1, we compare the scope of application of the different methods. In Section 1.2.3.2, we compare the free parameters in the different methods. In Section 1.2.3.3, we compare the computational complexity of the different methods. In Section 1.2.3.4, we compare the statistical efficiency of the different methods. Finally, in Section 1.2.3.5, we compare the methods with respect to a property that is required for certain classes of applications: information neutrality.

AX discriminability and ABX discriminability measures cannot be distinguished in terms of the properties we consider in this section and, for simplicity, we only discuss the case of ABX discriminability in the following. The reason for focusing on ABX discriminability measures in this thesis is that we expect them to be more easily related to measures of human or animal behavior (see Section 2.3.1) than AX discriminability measures, which would require either to manipulate in some way the participants decision threshold in an AX discrimination task or to have them perform a previously untested AXBY discrimination task.
1.2.3.1 Scope

We define the scope of application of a method as the minimal assumptions on its input that are required for the method to be usable in practice. Here we consider that for a method to be usable in practice it needs, at least, to be well-defined, computationally tractable and statistically consistent.

1.2.3.1.1 Definition  
Empirical ABX discriminability measures are well-defined given any dissimilarity function on the input space. For classification measures, the conditions of definition are not the same for all methods. Some methods, like $k$-nearest neighbor classification or spectral clustering are defined with the same level of generality as ABX discriminability measures. Others require more structure on the input space, like $K$-means clustering or SVM classification which require a vector space structure.

1.2.3.1.2 Computational tractability  
Here, we take *computationally tractable* to mean that a polynomial time algorithm to compute the measure is available. Empirical ABX discriminability measures are computationally tractable as long as the chosen dissimilarity function is computationally tractable. All classification methods used in practice are also computationally tractable, but many only yield approximative solutions to an underlying computationally intractable problem. For example, many supervised classification methods, like logistic regression and SVMs, replace the $0–1$ loss function with a convex loss to yield a tractable problem [25]. Unsupervised classification methods are also often tractable approximations to intractable problems, like spectral clustering which solves a convex relaxation of the intractable $N$-cuts problem [22] or $K$-means++ [26], which finds approximate solutions of the intractable $K$-means clustering problem.

1.2.3.1.3 Statistical consistency  
In most applications, results that would not generalize beyond the exact set of input data points available are not interesting. For example, if the input is a set of images of cats and dogs, the results are typically expected to apply to other sets of images of cats and dogs collected in a similar fashion. This means that having good statistical properties is an important requirement for any measure of the separation between two categories. In this section, we discuss the most basic statistical property one can ask from
an estimator: consistency.

We saw in Section 1.1, that, under the sole condition that the dissimilarity function $d$ is measurable, the empirical ABX discriminability is a (strongly) consistent estimator of the ideal ABX discriminability for all possible underlying probability distribution. In comparison, classification measures have more limited guarantees. There is, to the best of our knowledge, no available theoretical guarantees when applying supervised classification algorithms with a dissimilarity function that is not a metric in the mathematical sense (in separable metric spaces, $k$-nearest neighbor classification, at least, is (weakly) universally consistent, under some regularity assumptions on the probability distribution of the points [27]). In the case of unsupervised classification, there is very little theoretical guarantees regarding the asymptotic behavior of most algorithms. Existing results include consistency of the ideal solution of $K$-means clustering (which is unfortunately computationally intractable), a weaker notion of consistency for single-linkage clustering and consistency of spectral clustering [17]. The consistency result for spectral clustering is proved in a quite general setting: for compact metric spaces with a similarity function that does not have to be related to the metric on the space and is only required to be symmetric, continuous and bounded away from zero by some constant.

1.2.3.1.4 Conclusion  ABX discriminability measures have a wider scope than classification measures, all that is required being a measurable, computationally tractable dissimilarity function on the input space. In contrast, many classification methods require additional structure on the input space in their definition and/or are computationally intractable and require computationally tractable approximative solution to be used in practice. Some classification methods, such as $k$-nearest neighbors classification, are still both well-defined and computationally tractable under the same conditions as ABX discriminability measures, however available statistical consistency results for supervised classification algorithms are limited to the case of dissimilarity functions that are metric in the mathematical sense and for unsupervised classification algorithms are, in most cases, altogether absent, with the notable exception of spectral clustering. This is an important limitation of classification measures because non-metric dissimilarities are often used in practical applications. For example, in our numerical example in the previous section, we used the DTW dissimilarity, which does not verify the triangle inequality, to compare variable length representations. The Kullback-Leibler divergence [28] is another ex-
ample of a function that is not a metric and that is commonly used in practical applications, in order to compare probability distributions (we use it in Chapter 4 for instance). In contrast, statistical consistency for ABX discriminability measures holds for arbitrary measurable dissimilarity functions.

1.2.3.2 Free parameters

Free parameters in a procedure can sometimes be set on the basis of the specifics of the application at hand, which might suggest some obvious choices. If this is not the case, the parameters have either to be fitted to the input data, which complicates the procedure, or need to be set by hand, which complicates the interpretation of the results.

For example, the only free parameter of ABX discriminability measures is the dissimilarity function $d$. Fitting the dissimilarity function in full generality appears out of reach, so if the application does not suggest an obvious choice, some arbitrary default choice must be made in practice. If different reasonable default choices yield different results, the interpretation of the results become complicated. Even, the mere potentiality that a different reasonable default choice for it could yield different results complicates the interpretation of the results.

Yet, choosing a dissimilarity function for ABX discriminability is a comparatively weak requirement, when compared to setting the free parameters for classification methods. As we already saw, the free parameters of a classification method are a hypothesis space, an objective function and, for unsupervised classification, an additional scoring function. To see that setting a dissimilarity function is a lesser requirement, it suffices to notice that the definition of an objective function for supervised and unsupervised classification usually rely, implicitly or explicitly, on a notion of distance. For example, methods like $k$-nearest neighbors classification or $K$-means clustering rely explicitly on a notion of distance between input points. It is also the case for kernel methods, like kernel SVMs (see for example [29] Section 5.3), which rely only on dot products between input vectors and can be applied to any notion of distance between input points that can be expressed as a positive semi-definite similarity kernel.

Of course setting free parameters for classification methods implies committing to more than just a notion of distance: a hypothesis space and a learning algorithm need to be selected. There are many possibilities for these, often without any obvious default choice. In addition to that,
many learning algorithms rely on the fitting of some low-dimensional free parameters to the input data, which complicates both the practical implementation of the methods and the derivation of theoretical guarantees. Examples of such parameters include the number $K$ of clusters in $K$-means clustering, the number of neighbors $k$ in $k$-nearest neighbors or regularization parameters that control the bias/variance trade-off in structural risk minimization methods.

In conclusion, ABX discriminability measures have strictly less free parameters than classification methods, which simplifies their practical implementation and the interpretation of their results.

### 1.2.3.3 Computational complexity

We already discussed computational tractability, without which a method is essentially practically useless. Beyond computational tractability, lower computational complexity is generally desirable and can be very important in practice for applications with large amounts of data.

<table>
<thead>
<tr>
<th>Method</th>
<th>Time-complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABX discriminability</td>
<td>$\mathcal{O}(n^2 \log n)$</td>
</tr>
<tr>
<td>$k$-nearest neighbors</td>
<td>$\mathcal{O}(n^2 \log n)$</td>
</tr>
<tr>
<td>Average-linkage clustering</td>
<td>$\mathcal{O}(n^2 \log n)$</td>
</tr>
<tr>
<td>Spectral clustering</td>
<td>$\mathcal{O}(n^3)$</td>
</tr>
</tbody>
</table>

Table 1.3: Worst-case time-complexity for various measures of the separation between two categories given as a function of the total sample size $n$.

We compare the computational complexity for ABX discriminability measures and for some classification measures that are also defined and computationally tractable given arbitrary computationally tractable dissimilarity functions. Specifically, in Table 1.3, we compared worst-case time complexity for ABX discriminability measures and for the other methods considered in the numerical example of Section 1.2.2.2. The theoretical computational complexity is of the same order for ABX discriminability, $k$-nearest neighbors and average-linkage clustering. It is dominated by a term corresponding to sorting the pairwise dissimilarities between the $n$ input points. The complexity for spectral clustering is a little worse and is dominated by a term corresponding to solving a generalized eigenvalue problem involving the matrix of pairwise similarities between the $n$ input points. Note, however, that, for all four methods, in practice, the computation time is most often dominated by the computation of the $n^2$ pairwise dissimilarities. Also, note, that
although we are not aware of other classification methods applicable to arbitrary dissimilarity
functions that would have a better computational complexity, certain methods with a more re-
stricted scope can be faster, like Naive Bayes classification [30], for example, which is linear in
the sample size.

In conclusion, ABX discriminability measures and classification methods with a comparable
scope of application are essentially similar in terms of computational complexity.

1.2.3.4 Statistical efficiency

A classical way to characterize the statistical efficiency of estimators is to study their bias and
their variance. ABX discriminability measures as we saw are unbiased and have minimum convex
risk among all estimators of the ideal ABX discriminability that are unbiased for all possible
underlying probability distributions. We also saw that they were concentrating around their
mean with \( \sqrt{n} \) precision, independently of the complexity of the input space or of the choice
of the dissimilarity function. In contrast, there are no general unbiasedness or minimum risk
guarantees for classification measures and results showing concentration around their means with
a \( \sqrt{n} \) precision can only be obtained if the hypothesis space considered has a limited complexity
(see for example [31], Chapter 14). For unsupervised classification, there are very few theoretical
guarantees on the bias and variance of the estimators, excepted for spectral clustering [17] with
the same limitations as for supervised classification.

In addition, unsupervised classification methods are known to be very unstable in practice
when the clusters are not well separated. Some approaches to characterizing theoretically this
instability have been developed essentially in the particular case of K-means clustering (see
mainly [32] and for a high-level review and discussion [33]), but it is observed in practice for all
clustering techniques. Below, we show that already in a very simple example both K-means and
spectral clustering suffers from this instability.

In this example, illustrated in Figure 1.6, the two classes have a uniform probability distri-
bution over a segment of length \( L \) on the line and are separated by a distance \( d \). We assume
\( L = 1 \) without loss of generality by rescaling the axis. The interesting range of value for \( d \) then
goes from \( -1 \) (where both classes are completely overlapping) to \( +\infty \).

Through simulations, we obtained error rates as a function of \( d \) for two supervised classi-
fication methods - *k*-nearest neighbor classification and Linear Discriminant Analysis (LDA) - two unsupervised classification methods - *K*-means clustering and spectral clustering - and for ABX discriminability. We drew balanced random samples containing either 6 or 60 items in total (i.e. 3 or 30 of each class). For each of the two sample sizes, we drew 1000 samples for each of 100 values of *d* regularly spread between −1 and 3. We then applied each method to each sample. For *k*-nearest neighbor classification we used *k* = 2 neighbors\(^4\) and for *K*-means, LDA and spectral clustering we fitted *K* = 2 classes. Error rates were obtained using the classification error for supervised classification methods and using the Rand index corrected for chance and rescaled between 0 and 1 for unsupervised classification methods (as in the numerical example of Section 1.2.2.2).

To study the variance and the bias of the different estimators, we also needed asymptotic error rates for the different methods in this simple example. For both supervised classification methods, it is easily seen that in this example as the sample size increase the error rate tends toward the Bayes classification error:

\[
d \mapsto \begin{cases} 
-d/2 & \text{if } -1 \leq d < 0 \\
0 & \text{if } d \geq 0 
\end{cases}
\]

For *K*-means clustering, it is possible to show through some tedious but elementary algebra that the asymptotic solution is formed of two clusters with centers symmetric around 0 (see Proposition 17), partitioning \(\mathbb{R}\) into \(-\infty, 0]\ and \(]0, +\infty]\ (0\ can\ be\ randomly\ assigned\ to\ one\ or\ the\ other\ of\ the\ clusters\ without\ affecting\ the\ Rand\ index).\) Once again elementary algebra

\(^4\)We use a *k*-nearest neighbor algorithm where the decision for classifying a new data point is taken by a majority vote among the *k*-nearest neighbors where each neighbor is given a weight inversely proportional to its distance to the data point to be classified. This is slightly different from what we did in Section 1.2.2.2 where each neighbor was given the same weight.
Figure 1.7: Comparison of the statistical efficiency of $k$-nearest neighbors classification, $K$-means clustering and ABX-discriminability in the line example. Results for balanced samples with 3 data points per class are reported on the left panels, results for 30 data points per class in the right panels. Top panels contain the asymptotic error rates as a function of $d$ for each method (straight lines), the average value of the finite sample estimates for each method (dotted lines) and shaded confidence regions indicating the average of the finite samples estimates plus and minus their standard deviation. Middle panels contain the observed bias of the finite sample estimates as a function of $d$ for each method. Bottom panels contain the observed standard deviation of the finite sample estimates as a function of $d$ for each method.

shows that the rescaled and adjusted for chance Rand index for this particular partition is:

$$
\begin{align*}
    d \mapsto \begin{cases} 
        \frac{1-(1+d)^2}{2} & \text{if } -1 \leq d < 0 \\
        38 & \text{if } d \geq 0 
    \end{cases}
\end{align*}
$$
Figure 1.8: Comparison of the statistical efficiency of Linear Discriminant Analysis (LDA), spectral clustering and ABX-discriminability in the line example. Results for balanced samples with 3 data points per class are reported on the left panels, results for 30 data points per class in the right panels. Top panels contain the asymptotic error rates as a function of $d$ for each method (straight lines), the average value of the finite sample estimates for each method (dots) and shaded confidence regions indicating the average of the finite samples estimates plus and minus their standard deviation. Middle panels contain the observed bias of the finite sample estimates as a function of $d$ for each method. Bottom panels contain the observed standard deviation of the finite sample estimates as a function of $d$ for each method.
For spectral clustering, we assumed that the asymptotic solution would also partition \( \mathbb{R} \) into \( ]-\infty, 0[ \) and \( ]0, +\infty[ \) without seeking a formal proof. This seems intuitively right and predicts the same asymptotic Rand index as for \( K \)-means, which was consistent with our numerical simulations. Finally, for ABX-discriminability, the asymptotic error-rate is easily seen to be:

\[
d \mapsto \begin{cases} 
\frac{1}{12} (7d^3 + 9d^2 - 3d + 1) & \text{if } -1 \leq d < 0 \\
\frac{1}{12} (1 - d)^3 & \text{if } 0 \leq d < 1 \\
0 & \text{if } d \geq 1 
\end{cases}
\]

In Figure 1.7, we compare the statistical efficiency of \( k \)-nearest neighbors classification and \( K \)-means clustering with that of ABX-discriminability. We plot in the top panels the average observed error rate for each method for each of the two sample sizes together with confidence regions and the asymptotic error rates. In the middle panels, we plot for each method the observed bias (i.e. the difference between the expectation of the finite sample estimator and the asymptotic error rate) as a function of \( d \). In the bottom panel, we plot the observed standard deviation of the finite sample estimators for each method. Figure 1.8 is organized as Figure 1.7, and contains the comparison of Linear Discriminant Analysis (LDA) and spectral clustering with ABX-discriminability.

As expected, the bias and variance of all estimators are reduced with larger samples. For a given sample size, simulations are consistent with the unbiasedness of ABX discriminability measures, while both supervised and unsupervised classification present some clear biases, in particular around \( d = 0 \) where their asymptotic error rate presents a kink which appears hard to estimate. In terms of variance of the estimators, supervised classification methods appear more variable than the other methods in the region \(-1 \leq d < -0.5\). Clustering methods appear more variable than the other methods roughly in the region \(-0.5 \leq d < 0.2\). ABX discriminability measures appear more variable than the other methods roughly in the region \(0.2 \leq d < 0.6\).

ABX discriminability measures appear better behaved overall, as they are unbiased and they are only more variable than the other methods in a region where the variability of all methods is already low. The higher variability of supervised classification methods when \( d \) is close to \(-1\) is probably an artifact of using the classification error to measure error rate. Indeed, when \( d \) is close to \(-1\), the two distributions highly overlap and the probability of
drawing finite samples where the sides of the two distributions appear the opposite of what they really are increases. Because the classification error, unlike the Rand index, is not invariant to permutation of the labels, it is much more affected by these events, leading to the observed increase in variability. Most importantly, the less reliable methods are clustering methods which, as expected, appear highly biased and unstable around $d = 0$. This nicely illustrates why it is difficult to characterize situations where two classes are neither completely overlapping nor completely separated with unsupervised classification methods. Unfortunately, these situations are often the most important in practical applications.

### 1.2.3.5 Information-neutrality

In this section, we define the property of information-neutrality, we explain its interest and, for each kind of evaluation methods considered so far, we look whether it has this property and under which conditions.

The various evaluation methods that we considered can all be broken down into two successive steps: first, a task step consisting in the realization of a task of interest on the basis of the input data and, second, a grading step, measuring how well this task was performed. We call a method information-neutral when the category labels are only required during the grading step.

---

**Figure 1.9:** Two classes with uniform probability distributions over two opposite half-circles in the plane. Left: as they appear to a system that does not have access to the category labels. Right: as they appear to a system that can access the category labels. In this example, deciding whether a new point belongs to one or the other category (classification task) or deciding whether one point is of the same class or of a different class than other points (discrimination task) can be done perfectly if the category labels are available (because the probability distributions of the two classes do not overlap). If the category labels are not available it becomes completely impossible to do it.\(^5\)

---

\(^5\)To make this statement precise, we need to not just consider the particular problem illustrated, which could
The practical importance of this concept is explained by the conjunction of two factors. First, there are whole classes of applications where the category labels cannot be assumed to be available during the task step. Second, assuming that the category labels are available during the task step can radically alter the nature of the evaluation task. Taken together, these two statements indicates that evaluation methods that are not information-neutral should not be used in applications where labels are not available during the task step. The first statement will be justified in the next chapter where we discuss practical applications (see Section 2.2.1). Let us explain now why the second statement is true. The difference in nature between tasks where the category labels are available (supervised learning) and tasks where they are not available (unsupervised learning) can be clearly seen by ignoring sampling issues (i.e. assuming that infinite training data is available). When category labels are provided along with the input data during the task step, one then has essentially direct access to the distributions \( P_1 \) and \( P_2 \) of the individual classes as well as to their respective probability of occurrence in the training sample \( p \) and \( 1 - p \), whereas, when category labels are not provided along with the training data during the task step, one only has access to the mixture distribution \( P = pP_1 + (1 - p)P_2 \). Because mixture distributions, in general, are not identifiable (i.e. many different combinations of probability distributions can result in the exact same mixture), the two situations are very different, as illustrated dramatically in Figure 1.9.

Let us now see which of the methods we considered are information-neutral. The natural breakdown when considering supervised classification as a measure of the separation of two categories, is to take the task of interest as that of attributing labels to new points given a set of labeled training examples. Then the grading step consists in measuring the agreement between the predicted labels and the actual labels. Since the task step in this breakdown of the procedure requires the knowledge of the labels of the points in the training set, supervised classification measures are not information-neutral. For unsupervised classification, the natural breakdown consists in taking as the task of interest the attribution of category labels to a set of unlabeled points and as the grading step, a measure of the agreement between the attributed labels and the actual labels for these points. The task step can be performed without any knowledge of the category labels of the input points, so that unsupervised classification measures always be solved by a totally ad hoc procedure. Instead, we need to consider, for example, the whole class of problems with two uniform probability distributions over the two halves of a circle. Then it is easy to bound the possible performance of any unsupervised procedure on average over this whole class of problems.
are information-neutral. For ABX discriminability, the task of interest consists in taking triples of input points and asking whether the third point is closer to the first or the second. The grading step consists in measuring the agreement between the predicted answers for each triple and the answer according to the category labels. Thus, as long as the chosen dissimilarity function can be computed without any knowledge of the category labels of the input points, ABX discriminability measures are clearly information-neutral. Note that since an unambiguous answer can be derived from the category labels only if the first two points are from two different categories and the third point is from either of these categories, in practice only triples with this particular structure need to be considered. In summary, ABX discriminability and unsupervised classification are information-neutral but not supervised classification.

1.3 ABX discriminability for more than two categories

In this section, we extend the definition of ABX-discriminability to the case where there are more than two categories.

1.3.1 Formalism and notations

Let us suppose that we have some observations \( x = (x_1, x_2, ..., x_n) \) taking values in an arbitrary space \( E \), with associated category labels \( y = (y_1, y_2, ..., y_n) \). We consider the following probabilistic framework:

- \( E \) and \( d \) verify the same properties as in Section 1.1;
- we assume, without loss of generality, that the label space is \( \{1, 2, ..., K\} \) for some natural integer \( K \);
- \( \mathcal{D} = (x_i, y_i)_{i=1}^n \) is supposed to be an i.i.d. sample from some probability measure \( \mathbb{P} \) on \((E \times \{1, 2, ..., K\}, \Pi \otimes 2^{\{1, 2, ..., K\}})\).

Let us consider a category \( i \in \{1, 2, ..., K\} \).

**Definition 12.** The mixing weight \( p_i \) and probability distribution \( \mathbb{P}_i \) (on \( E \)) associated to category \( i \) are defined as:

\[
p_i := \mathbb{P}[E \times \{i\}]
\]
and (assuming \( p_i > 0 \)):

\[
\forall X \in \Pi, \quad P_i[X] := \frac{\mathbb{P}[X \times \{i\}]}{p_i}.
\]

**Remark 3.** \( \mathbb{P} \) is completely determined by \((P_i, p_i)_{i=1}^K\).

**Notation 1.** The number of observations with category label \( i \) is noted \( n_i \) and the corresponding observations are noted \( o_i = (o_{1,i}, o_{2,i}, ..., o_{n_i,i}) \), for some arbitrary order of enumeration.

### 1.3.2 Definition

We propose to characterize the discriminability of \( K \) categories simply by the matrix of the pairwise discriminabilities.

**Definition 13.** The **ABX discriminability matrix** for categories with distribution \( P_1, P_2, ..., P_K \) according to dissimilarity function \( d \) is defined as the real-valued matrix:

\[
M_{ABX}(d, P_1, P_2, ..., P_K) := \begin{pmatrix}
D_{ABX}(d, P_1, P_1) & D_{ABX}(d, P_1, P_2) & \cdots & D_{ABX}(d, P_1, P_K) \\
D_{ABX}(d, P_2, P_1) & D_{ABX}(d, P_2, P_2) & \cdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
D_{ABX}(d, P_K, P_1) & \cdots & \cdots & D_{ABX}(d, P_K, P_K)
\end{pmatrix}.
\]

The **ABX discriminability matrix** contains a lot of information and it is useful to also have lower-dimensional summary measures. A simple way to obtain summary measure is by linearly combining the pairwise discriminabilities.

**Definition 14.** Given a weight matrix \( W = (w_{ij})_{1 \leq i \leq K, 1 \leq j \leq K} \) of real numbers, the **\( W \)-weighted average ABX discriminability** for categories with distribution \( P_1, P_2, ..., P_K \) according to dissimilarity function \( d \) is defined as the real number:

\[
D_{ABX}(d, W, P_1, P_2, ..., P_K) := \sum_{i=1}^K \sum_{j=1}^K w_{ij} D_{ABX}(d, P_i, P_j).
\]

The most simple way to obtain a one-dimensional measure summarizing the discriminability of \( K \) categories, consists in taking the average pairwise discriminability, i.e. taking \( w_{ij} = \frac{1}{K^2} \) for all \( i \) and \( j \). As the discriminability of a category with itself is always \( \frac{1}{2} \) and thus is not informative, it is usually not taken into account when computing the mean, i.e. the weights are
taken to be \( w_{ij} = \frac{1}{K(K-1)} \) for all \( i \) and \( j \) in \( \{1, 2, \ldots, K\} \) such that \( i \neq j \) and \( w_{ii} = 0 \) for all \( i \) in \( \{1, 2, \ldots, K\} \).

Many other weighting scheme can be useful. For example, in order to obtain an average discriminability specifically for category \( k \in \{1, 2, \ldots, K\} \), we can take:

\[
    w_{ij} = \begin{cases} 
        \frac{1}{2K} & \text{if } i \neq j \text{ and } (i = k \text{ or } j = k) \\
        0 & \text{otherwise}
    \end{cases}
\]

### 1.3.3 Point estimation

Point estimators for the quantities defined in the previous section are obtained in a straightforward fashion from point estimators for the pairwise discriminabilities. The proof of the results in this section are trivial and are not given.

**Property 11.**

\[
    \hat{m}(d, x, y) := \begin{pmatrix} 
        \frac{1}{2} & \hat{\theta}(d, o_1, o_2) & \cdots & \hat{\theta}(d, o_1, o_K) \\
        \hat{\theta}(d, o_2, o_1) & \frac{1}{2} & \cdots & \cdot \\
        \cdot & \cdot & \ddots & \cdot \\
        \hat{\theta}(d, o_K, o_1) & \cdot & \cdots & \frac{1}{2}
    \end{pmatrix},
\]

is a strongly consistent unbiased estimator for \( M_{\text{ABX}}(d, \mathcal{P}_1, \mathcal{P}_2, \ldots, \mathcal{P}_K) \).

**Property 12.**

\[
    \hat{\theta}(d, W, x, y) := \sum_{i=1}^{K} \sum_{j=1}^{K} I_{i \neq j} w_{ij} \hat{\theta}(d, o_i, o_j) + \sum_{i=1}^{K} \frac{w_{ii}}{2},
\]

is a strongly consistent unbiased estimator for \( D_{\text{ABX}}(d, W, \mathcal{P}_1, \mathcal{P}_2, \ldots, \mathcal{P}_K) \).

### 1.4 ABX discriminability for structured categories

In this section, we consider the situation where the input data points are characterized simultaneously by several category structures. For example, if the input is speech, the signal corresponding to a given time-interval can be characterized by the sequence of phones uttered, but also by the identity of the talker (or talkers) or the topic of conversation. Each data point is thus described by a (fixed) number of category labels. We call this the case of structured categories, because
we can always see the tuple of category labels associated to each point as a single structured or composite category label.

The main interest of this structured categories case, is to allow the definition of richer ABX tasks which test to what extent the discriminability of the categories in a particular category structure is robust to the variability induced by one or several other category structures. For example, we can ask whether the discriminability of phones in a given representation of speech signal is robust to a change in talker.

1.4.1 Formalism and notations

Let us suppose that we have some observations \( x = (x_1, x_2, \ldots, x_n) \) taking values in an arbitrary space \( E \), with associated category labels:

\[
y_1 = (y_{1,1}, y_{2,1}, \ldots, y_{n,1}), \ y_2 = (y_{1,2}, y_{2,2}, \ldots, y_{n,2}), \ldots, \ y_c = (y_{1,c}, y_{2,c}, \ldots, y_{n,c}),
\]

for \( c \) different category structures. We consider the following probabilistic framework:

- \( E \) and \( d \) verify the same properties as in Section 1.1;
- we assume, without loss of generality, that the label spaces are \( \{1, 2, \ldots, K_1\}, \{1, 2, \ldots, K_2\}, \ldots, \{1, 2, \ldots, K_c\} \) for some natural integers \( K_1, K_2, \ldots, K_c \) and we note \( \mathcal{K} \) the cartesian product of these label spaces;
- \( \mathcal{D} = \left( x_i, (y_{i,j})_{j=1}^c \right)_{i=1}^n \) is supposed to be an i.i.d. sample from some probability measure \( \mathbb{P} \) on \( (E \times \mathcal{K}, \Pi \otimes 2^\mathcal{K}) \).

Let us consider a (structured) category \( i = (i_1, i_2, \ldots, i_c) \in \mathcal{K} \).

**Definition 15.** The mixing weight \( p_i \) and probability distribution \( \mathbb{P}_i \) (on \( E \)) associated to category \( i \) are defined as:

\[
p_i := \mathbb{P}[E \times \{i\}]
\]

and (assuming \( p_i > 0 \)):

\[
\forall X \in \Pi, \ \mathbb{P}_i[X] := \frac{\mathbb{P}[X \times \{i\}]}{p_i}.
\]

**Remark 4.** \( \mathbb{P} \) is completely determined by \( (\mathbb{P}_i, p_i)_{i \in \mathcal{K}} \).
Notation 2. The number of observations with category label $i$ is noted $n_i$ and the corresponding observations are noted $o_i = (o_{1,1}, o_{2,1}, ..., o_{n_i,1})$, for some arbitrary order of enumeration.

1.4.2 ABX triples structure

ABX discriminability measures can be characterized by the structure of the ABX triples they specify. For example, for the measures we considered until now, i.e. measures with only one category structure, triples are chosen so that the $A$ and $X$ components are from the same category and the $B$ component is from a different category, as illustrated in Table 1.4. In this case, we say that the measure is on the category structure considered and we call the category common to $A$ and $X$ the on$_1$ category and the category of $B$ the on$_2$ category. For example, we can perform a measure on the phone category structure associated to phonetic segments using, for instance, /b/ and /g/ as the on$_1$ and on$_2$ categories.

<table>
<thead>
<tr>
<th>Category structure</th>
<th>A</th>
<th>B</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ON$_1$</td>
<td>ON$_2$</td>
<td>ON$_1$</td>
</tr>
<tr>
<td>phone</td>
<td>/b/</td>
<td>/g/</td>
<td>/b/</td>
</tr>
</tbody>
</table>

Table 1.4: Structure of the ABX triples for ABX-discriminability measures based on only one category structure. The first line illustrates the general abstract pattern and the second line gives a specific example.

Now, given $c$ different category structures, what structure for the triples of an ABX-discriminability measure are interesting? In the most general case, the triples structure can be described as in Table 1.5, where no particular restriction is put on the choice of the $c$ categories associated with each component of the ABX triple. Of course, not all possible structures are useful in practice and we restrict our discussion to certain configurations that provide easily interpretable measures. We explain in detail below which configurations we allow. They are summarized in Table 1.6.

Specifically, as in the case with only one category structure, we require the $A$ and $X$ components of a triple to be taken from the same category on$_1$ of a given ON category structure and the $B$ component to be taken from a different category on$_2$ of this category structure. The interest of this condition is that it provides a clear answer to the question of whether $X$ should
Table 1.5: Structure, in the most general case, of the ABX triples for an ABX-discriminability measure based on multiple category structures. Every odd line illustrates the general abstract pattern for a given category structure and every even line gives a specific example.

be closer to $A$ or to $B$. If it is not respected, i.e. all components are from different categories or all components are from the same category, there is no simple answer anymore.

One could imagine having a measure on several category structures at the same time, however this would result in a measure confusing the impact of the different category structures on the discriminability. Instead, we recommend making distinct measures for each potential on category structure of interest while keeping the other constants (see BY/WITHIN category structures below). So, we consider in the following that there is only one on category structure and, without loss of generality, we assume that it is category structure 1.

What about the other category structures? The categories associated with the $A$, $B$ and $X$ components for a given category structure can either be:

- different for each component;
- the same for two components only;
- the same for all components.

If the categories are different for each component, they are different in particular for the $A$ and $B$ components. This comes in concurrence with the difference between those components introduced by the on category structure, which complicates the interpretation of the measure, so we do not consider this case. If the categories are the same for two components only, for the same reason, it has to be for the $A$ and $B$ components. In this case, the category structure is called an ACROSS category structure, the category from which the $A$ and $B$ components are
taken is called the ACROSS\textsubscript{1} category and the category from which the X component is taken is called the ACROSS\textsubscript{2} category. A measure with an ACROSS category structure quantifies to what extent it is possible to detect that X is similar to A and different from B in terms of the ON category structure, despite X being different from both A and B in terms of the ACROSS category structure. There can be more than one ACROSS category structure of interest and in the following we assume that the ACROSS category structures are category structures 2, 3, ..., \(k + 1\) for some \(k\) in \(\{0, 1, ..., c - 1\}\).

The only remaining possibility is to take the same categories for all components of the ABX triple for a given category structure. In this case, the category structure is called a BY\text{}/WITHIN category structure and the category from which all components are taken is called a BY\text{}/WITHIN category. A measure with a BY\text{}/WITHIN category structure quantifies to what extent it is possible to detect that X is similar to A and different from B in terms of the ON category structure, provided that A, B and X are all similar in terms of the BY\text{}/WITHIN category structure. There can be several BY\text{}/WITHIN category structures of interest and in the following we assume that the BY\text{}/WITHIN category structures are category structures \(k + 2, k + 3, ..., k + l + 1\) for some \(l\) in \(\{0, 1, ..., c - 1 - k\}\). Remaining category structures that are not involved in the definition of the structure of the ABX triples can be completely ignored, i.e. we can assume without loss of generality that \(k + l + 1 = c\).

### 1.4.3 Definition

Let us now define formally a notion of ABX-discriminability for structured categories. In this section, to keep things simple we assume that \(k \geq 1\) and \(l \geq 1\). The generalization to the case \(k = 0\) and/or \(l = 0\) is not complicated.

**Notation 3.** Let us note:

\[
K_o := \{1, 2, ..., K_1\}^2,
\]

\[
K_a := \left\{a_1, a_2 \mid a_1, a_2 \in \prod_{i=1}^{k} \{1, 2, ..., K_{i+1}\} \text{ and } \forall i \in \{1, 2, ..., k\}, a_{1,i} \neq a_{2,i}\right\},
\]

\[
K_b := \prod_{i=1}^{l} \{1, 2, ..., K_{k+1+i}\}.
\]

**Definition 16.** Let us consider ON\textsubscript{1}, ON\textsubscript{2} in \(K_o\), ACROSS\textsubscript{1}, ACROSS\textsubscript{2} in \(K_a\) and BY in \(K_b\).
Table 1.6: General structure we consider for the ABX triples of ABX-discriminability measures based on multiple category structure. Every odd line illustrates the general abstract pattern for a given category structure and every even line gives a specific example.

The *ABX-discriminability* of category \( \text{ON}_1 \) from category \( \text{ON}_2 \) of category structure 1, across a change from categories \( \text{ACROSS}_1 \) to categories \( \text{ACROSS}_2 \) of category structures 2, 3, ..., \( k+1 \), within categories \( \text{BY} \) of category structures \( k+2, k+3, ..., c \), according to dissimilarity function \( d \) is defined as the real number:

\[
D_{\text{ABX}}(d, P_a, P_b, P_x) := p_{a,b,x \sim P_a \otimes P_b \otimes P_x} [d(a,x) < d(b,x)] + \frac{1}{2} p_{a,b,x \sim P_a \otimes P_b \otimes P_x} [d(a,x) = d(b,x)],
\]

where (with a slight abuse of notation):

\[
P_a := P_{\text{ON}_1,\text{ACROSS}_1,\text{BY}};
\]

\[
P_b := P_{\text{ON}_2,\text{ACROSS}_1,\text{BY}};
\]

\[
P_x := P_{\text{ON}_1,\text{ACROSS}_2,\text{BY}}.
\]

Remark 5. The notion of ABX-discriminability given above is asymmetric in the choice of \( \text{ON}_1 \) and \( \text{ON}_2 \) and in the choice of \( \text{ACROSS}_1 \) and \( \text{ACROSS}_2 \). Measures symmetrized for the choice of \( \text{ON} \) categories, the choice of \( \text{ACROSS} \) categories, or both, are easily obtained by permuting \( \text{ON}_1 \)
and ON2 and/or permuting ACROSS1 and ACROSS2 in the definitions of \( P_a \), \( P_b \) and \( P_x \) above and averaging the resulting measures.

The above definition is given for a specific choice of the ON1, ON2, ACROSS1, ACROSS2 and BY categories. Let us now define measure characterizing the pattern of ABX-discriminability more generally, for a specific choice of ON, ACROSS and BY category structures. As in Section 1.3, we define a matrix of ABX-discriminability between pairs of categories from the ON category structure.

**Definition 17.** The ABX-discriminability matrix on category structure \( 1 \), ACROSS category structures 2, 3, ..., \( k + 1 \), BY/WITHIN category structures \( k + 2, k + 3, ..., k + l + 1 \), according to dissimilarity function \( d \), is defined as the \( K_1 \) times \( K_1 \) matrix \( M(d, (P_i)_{i \in K}) \), with line \( i \), column \( j \) element equal to:

\[
m_{i,j} := \frac{1}{|K_b||K_a|} \sum_{b \in K_b} \sum_{a_1, a_2 \in K_a} D_{ABX}(d, P_{i,a_1,b}, P_{j,a_1,b}, P_{i,a_2,b}).
\]

Summary measures based on weighted sums of the elements in the ABX-discriminability matrix can be derived as explained in Section 1.3 and we do not describe it here again.

### 1.4.4 Point estimation

The proof of the results in this section are similar to those of the results from Section 1.1.3 or trivial and are not given. To define point estimators for ABX-discriminability measures based on structured categories, we first need to generalize our initial point estimator to the case where the distribution for \( A, B \) and \( X \) are all different.

**Definition 18.** Let us define the empirical ABX-discriminability \( \hat{\theta} \) as follows.

For any measurable function \( d : E \times E \rightarrow \mathbb{R} \) and \( x, y, z \) in \( E^m \times E^n \times E^p \),

\[
\hat{\theta}(d, x, y, z) := \frac{1}{mnp} \sum_{a \in x} \sum_{b \in y} \sum_{x \in z} \left( 1_{d(a,x) < d(b,x)} + \frac{1}{2} 1_{d(a,x) = d(b,x)} \right),
\]

where \( 1 \) denotes an indicator function.

**Property 13.** Let us consider \( i, j \) in \( K_\alpha \), \( i \neq j \), \( a_1, a_2 \) in \( K_\alpha \) and \( b \) in \( K_\beta \). Then:

\[
\hat{\theta}(d, o_{i,a_1,b}, o_{j,a_1,b}, o_{i,a_2,b}) \text{ is a strongly consistent, unbiased estimator of } D_{ABX}(d, P_{i,a_1,b}, P_{j,a_1,b}, P_{i,a_2,b}).
\]
Property 14. Let us consider $i, j$ in $K_o$, $i \neq j$. Then:

$$\frac{1}{|K_b||K_a|} \sum_{b \in K_b} \sum_{a_1, a_2 \in K_a} \hat{\theta}(d, o_{i,a_1,b}, o_{j,a_1,b}, o_{i,a_2,b})$$

is a strongly consistent, unbiased estimator of the line $i$, column $j$ element of the ABX-discriminability matrix $M(d, (P_i)_{i \in K})$.

Remark 6. We do not provide point estimators for the diagonal elements of the ABX-discriminability matrix because they have a slightly different form, which would require introducing additional notations, and they are not useful in practice.

Property 15. Provided that the weights for diagonal elements are 0 (which is usually the case), strongly consistent, unbiased point estimators for summary measures based on weighted sums of the elements in the ABX-discriminability matrix are obtained by taking the corresponding weighted sum of the above estimators for the matrix elements.
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In Chapter 1, we introduced ABX-discriminability measures and studied their properties from a formal point of view. In this chapter, we illustrate their practical interest in a variety of applications. In the context of this thesis, we only consider concrete examples where ABX-
discriminability measures are obtained from large corpora of speech recordings annotated at the word or phone level, but the reasons motivating our use of ABX-discriminability measures are not specific to this setting and apply just as well to other types of signals and/or category structures. Therefore, for each type of application considered, we motivate the use of ABX-discriminability independently of the particular nature of the signals and category structure considered. There still are some methodological aspects specific to the case where one computes ABX-discriminability measures from annotated corpora of speech recordings, which we discuss in Section 2.1. We then consider three broad classes of applications. In Section 2.2, we consider applications where the objective is to evaluate the performance of systems operating with little or no explicit supervision. We show that ABX-discriminability measures present significant advantages over existing alternatives when the objective is to evaluate such systems in relation to how they represent some category structure of interest. In Section 2.3, we consider applications where the objective is to computationally model discrimination tasks performed by humans or animals in behavioral experiments. We show how ABX-discriminability measures can be seen as simple abstract computational models for such tasks. Finally, in Section 2.4, we consider applications where the objective is to provide descriptive measurements characterizing datasets with category annotations.

Instances of the first class of applications -evaluating the performance of systems operating with little or no explicit supervision- are encountered in general when modeling how humans learn or when developing machines that can learn as efficiently as humans. As such this first class of applications is relevant, at least, to the fields of cognitive science, machine learning, artificial intelligence and low-resource engineering. The second class of applications -modeling discrimination tasks performed by human or animals in behavioral experiments- is obviously relevant to cognitive science in general and experimental psychology in particular. We discuss two specific instances from the third class of applications -providing descriptive measurements characterizing datasets with category annotations- but with the advent of the big data era, there is no doubt that this is only a tiny sample of the possible applications. The two examples we discuss are specifically: assessing whether phonetic categories are more distinct in infant-directed speech or adult-directed speech and measuring the impact of coarticulation on phone discriminability.
2.1 Methods: ABX-discriminability measures and annotated corpora of speech recordings

In Chapter 1, we introduced discriminability measures in an abstract setting, specifying neither the nature of the tokens to be discriminated nor that of the associated category labels. In this section, we focus on the specific case where the tokens to be discriminated are acoustic segments taken from some speech recordings and the associated category labels are derived from transcriptions of these recordings. We use the particular case of a lexical discrimination task as a guiding line in our discussion, as it proves sufficient to cover all the methodological points we need in the context of this thesis. We discuss various possible approaches to the design of lexical discrimination tasks based on transcribed corpora of speech recordings. We first present the approach proposed by Carlin et al. [34] and discuss some of its limitations. Trying to overcome these limitations then leads us to the Minimal-Pair ABX (MP-ABX) discrimination tasks that we introduced in [35], whose benefits and drawbacks we also discuss.

A first approach was proposed by Carlin et al. [34]. In this approach, the discriminability of acoustic segments corresponding to whole words is computed in an AX discrimination task (see Section 1.2.1.1) based on stimuli from multiple speakers. More specifically, starting from a set of speech recordings with time-aligned annotations at the level of words, a representation of interest (e.g. MFCC coefficients or frame-level posteriorgrams from an acoustic model) is first derived for each word. Next, a measure of dissimilarity between the representations (e.g. a DTW dissimilarity based on the cosine distance or the Kullback-Leibler divergence) is obtained for each possible pair of words and, given a dissimilarity threshold \( \tau \), two pairs are judged similar if their dissimilarity is less than \( \tau \) and different otherwise. Finally, the overall discriminability is summarized independently of a particular choice for \( \tau \) by either the average precision or the precision at the precision/recall breakeven point. Different versions of these summary statistics can be obtained to characterize the discriminability of words either irrespective of speaker identity, within speaker or across speaker by computing the recall using respectively all pairs of words, only pairs of words uttered by the same speaker or only pair of words uttered by different speakers.

---

1 Other types of tasks are of course possible. For example, we will also encounter some speaker discrimination tasks in the course of this thesis.

2 Note that both of these measures are different from the AX discriminability measure that we defined in Section 1.2.1.1, which corresponds to the area under a curve defined by the true positive rate and the false positive rate.
ent speakers. In all three cases, even though this does not correspond to the usual definition, the authors propose to compute the precision as the proportion of same-talker same-word pairs present among all pairs that were judged similar irrespective of speaker identity.

Let us now discuss three limitations of this approach. A first important limitation of the approach proposed by Carlin et al. is that it does not allow to control the relative importance given to different word-types when computing summary statistics. Indeed, with this approach the influence of a given word-type on the precision and recall is essentially quadratic in the number of occurrences of that word-type in the corpus, even though in most applications there is no clear rationale for putting such an overemphasis over the most frequently occurring word-types. Since the relative frequencies of different word-types can vary a lot from one corpus to another (for example because of variation in speech register, format or topic), another unfortunate consequence is that the discriminability measures obtained are not appropriate to make comparisons across corpora. A second limitation of the approach proposed by Carlin et al. is that, while in some versions of the summary statistics the relative importance of the different speakers is controlled, other factors of variability are ignored. In particular, the phonetic context in which the words occur (i.e. the preceding and following words) is not controlled explicitly and it is easily seen, by analogy with the case of word-types, that this results in an essentially quadratic overemphasis on frequently occurring contexts. A third limitation of the approach proposed by

\[^3\]This statement can be made precise, for example, by defining the influence of a given word-type on the precision or recall as the change in these quantities when one goes from a situation where the instances of that word-type are perfectly discriminable from instances of other word-types to the situation where they are completely confused with them, i.e. when all same-word pairs involving this word-type go from being judged similar to being judged dissimilar and all different-word pairs involving this word-type go from being judged dissimilar to being judged similar. In the following, we ignore speaker identity to keep things simple. Given a word-type \(w\), let us look at its influences \(I_p\) and \(I_r\) on the precision and recall respectively, computed for an arbitrary threshold \(\tau\). We note \(n\) the number of occurrences of word-type \(w\) in the corpus considered, \(N\) the total number of occurrences of other word-types, \(S\) the number of same-word pairs in the corpus other than the same-word pairs of word-type \(w\), \(F\) the number of pairs not involving word-type \(w\) that are judged similar at threshold \(\tau\) and \(p\) the proportion of these \(F\) pairs that are actually same-word pairs. Then, we have:

\[
I_r = \frac{n(n - 1)/2}{S + n(n - 1)/2},
\]

and:

\[
I_p = \frac{pF + n(n - 1)/2}{F + n(n - 1)/2} - \frac{pF}{F + nN}.
\]

Under the assumptions that \(n(n - 1)/2 \ll S\), respectively \(n(n - 1)/2 \ll F\), we obtain:

\[
I_r \approx \frac{n(n - 1)}{2S},
\]

respectively:

\[
I_p \approx p + \frac{n(n - 1)}{2F} - \frac{pF}{F + nN} \geq \frac{n(n - 1)}{2F}.
\]
Carlin et al. is that it ignores the phonological status of the words when forming different-words pairs. Since most words are phonologically very distinct (e.g. *car* versus *elephant*) and only words that are phonologically close are expected to be really hard to discriminate (e.g. *car* vs *cat*), the vast majority of the different-word pairs that are tested do not provide much information. This is not only a waste of computational power, but also a hindrance when computing summary statistics. Indeed, the choice of summary statistics by Carlin et al. appear rather *ad hoc* and statistics with better theoretical motivation, such as the Area Under the ROC Curve (AUC), that we proposed in Section 1.2.1.1 might seem preferable *a priori*\(^4\). However, because we are in this specific situation where most negative examples (i.e. different-word pairs) are of little interest, there is some evidence that the AUC might actually be less sensitive than a measure based on precision/recall curves like the *average precision* (see [36] for details).

Let us now consider ways of addressing the limitations we found with the approach proposed in [34]. First, we found that frequent word-types and phonetic contexts have a disproportionate influence on the proposed discriminability measures and more generally that variability factors other than speaker identity are not explicitly controlled. Explicit control can be obtained simply by conditioning on the value of the variability factors of interest when computing discriminability measures and aggregating the results with an appropriate weighting scheme. For example, if we want to control word-types and phonetic contexts, we need to compute summary statistic separately for each pair of word-type plus phonetic context, e.g. assessing the discriminability of *car* in the context of preceding *red* and following *parking* vs. *bit* in the context of preceding *a* and following *tired*. The other limitation we found, is that phonological status is ignored when forming different-word pairs, so that most pairs are too different to be of much interest. A simple way to address this limitation is to consider only pairs involving word-types that are minimally different phonologically, i.e. *minimal-pairs* of words differing only by one phone (e.g. *cat* vs. *kit*). An added benefit of considering only minimal-pairs is that a specific phonetic contrast can be attributed to each pair (e.g. the contrast */æ/-/i/ for the pair *cat* vs. *kit*), allowing to derive a variety of fine-grained discriminability measures by aggregating the results appropriately. For example, we can obtain separate measures of the discriminability of vocalic contrasts, of contrasts involving only a change of place of articulation, of contrasts involving

---

\(^4\) The AUC measures that we propose is better motivated theoretically in the sense that is has a simple interpretation as a ranking probability with a chance level of 50%. To the best of our knowledge, there is no such simple interpretation for the summary statistics proposed in [34].
Combining conditioning on word-types and the restriction to minimal-pairs allows to overcome the main limitations of the approach proposed by Carlin et al., however this comes at a cost: minimal-pairs of words are not found that often in natural speech and even fewer will repeatedly occur within the same phonetic context. In other words, we obtain a theoretically more relevant measure but very large corpora of speech recordings might be necessary to reliably estimate it. There are several ways around this new problem. A first approach, consist in using speech corpora designed to include more minimal-pairs than is usual and in better controlled phonetic contexts. This is the approach we followed in [35] for example, where we used a manually time-aligned version [37] of the Articulation Index corpus containing isolated instances of all possible Consonant-Vowel stimuli in American English by 20 different speakers. The main limit of this approach is that it requires specialized speech corpora that are not currently available for many languages. Another possible approach would be to try and estimate the discriminability of minimal-pairs from the discriminability of non-minimal pairs through some kind of regression model. The main limits of this approach are the added complexity and the fact that the reliability of the measure obtained will be ultimately limited by the reliability of the regression model chosen. A third approach, which we used in the Zero Resource Speech Challenge [38] and in various places in this thesis consists in forming minimal-pairs using segments that are not necessarily actual words. For example, one can consider minimal-pairs of syllables, single phones, diphones, triphones, etc. The main limit of this approach is that the pairs considered are not necessarily as ecologically relevant as minimal-pairs of actual words.

2.2 Application (i): Evaluating systems operating without explicit supervision

In the first class of practical applications we consider, the objective is to assess the performance of one or several systems in representing a category structure of interest, under the assumption that at least one of the systems considered operates without explicit supervision or with only a limited

\footnote{Of course we replaced the AX discrimination task of Carlin et al. by an ABX discrimination task. The main reason for this choice being that we expect ABX-discriminability measures to be more easily related to measures of human or animal behavior (see Section 2.3.1) than AX-discriminability measures, which would require either to manipulate in some way the participants decision threshold in an AX discrimination task or to have them perform a previously untested AXBY discrimination task.}
amount of explicit supervision. In Section 2.2.1, we begin by explaining why this is a class of applications of significant practical interest. In Section 2.2.2, we argue that ABX-discriminability measures provide a better solution for this class of applications than more classic alternatives based on supervised or unsupervised classification. Finally, in Section 2.2.3, we review some results obtained in the specific case where the systems considered are speech processing systems and they are evaluated in their ability to support word or talker recognition.

2.2.1 A nonstandard but important evaluation context

We consider applications in which the objective is to assess the performance of one or several systems in representing a category structure of interest, under the assumption that at least one of the systems considered operates without explicit supervision or with only a limited amount of explicit supervision. In this section, we discuss why is this a practically interesting applicative scenario and introduce a specific example that is of particular relevance in the context of this thesis.

A major reason why the applicative scenario considered is of practical interest is that operating with no or little explicit supervision is commonplace for humans and animals, so that systems operating without explicit supervision are of interest at least in cognitive science (whose ultimate objective is to understand human cognition) and artificial intelligence (whose ultimate objective is to build machines that are as intelligent, or even more intelligent, than humans). Since human cognition involves the formation and manipulation of multiple category structures, the applicative scenario we considered appears relevant to both these fields. It is especially relevant for the study of early cognitive development. Indeed, in infancy the very limited communicative abilities of babies severely limit the amount of explicit supervision to which they can have access. In spite of this, infants have been shown to manipulate and learn about many category structures during their first year of life, such as phonetic categories [1], face identity, emotion or gender [39, 40], animated agents vs. inanimate objects [41–46], possible vs. impossible physical events [47–49], liquids vs. solids [50], number categories [51], etc. A second reason why the applicative scenario considered is of practical interest is that there is usually a non-negligible economic cost associated with the obtention of explicit supervision (which might explain why humans often operate without it in the first place). This suggests that the class of applications considered is also relevant to the field of low-resource engineering (which seeks
solutions to problems where the huge databases containing thousands or millions of explicitly annotated examples needed for training typical supervised learning systems are too costly or simply impossible to obtain). Finally, we can add that leading researchers in the machine learning field have identified the study of more challenging learning scenarios than the classic supervised learning setting (which includes for example the so-called unsupervised, weakly supervised, semi-supervised or reinforcement learning scenarios) as one of the most important and promising area for future developments (see for example the final sections in [52, 53]).

Let us now introduce a type of application of special interest in the context of this thesis: applications where the objective is to evaluate systems learning without explicit supervision from speech signal in a given language in their ability to represent words from this language. This is a type of problem relevant from the points of views of cognitive science, artificial intelligence and low-resource engineering at the same time. From the point of view of cognitive science, it is relevant when the speech processing systems considered are computational models of early language acquisition in infants. Indeed, being able to tell whether two speech sounds are two instances of a same word or instances of two different words, i.e. being able to categorize words on the basis of speech signal, is a fundamental ability that is necessary to enable verbal communication between human beings and that has to be learned, at least in the beginning, without explicit supervision. It has to be learned because word-forms and the basic sounds from which they are composed are not the same across languages. And empirical evidence that infants learn about the phonetic categories of their native language already during their first year of life [1], shows that it is acquired, at least in the beginning, in the absence of explicit supervision. By extension, the type of problem considered is relevant from the point of view of artificial intelligence as well, when the systems considered are artificial systems learning to process speech in the same conditions as humans. From the point of view of low-resource engineering, the type of problem considered is also relevant when designing speech processing systems for under-resourced languages. Indeed, being able to categorize words from the target language on the basis of speech signal is a fundamental requirement also in most practical applications in speech technologies. And for under-resourced languages there is no source of explicit supervision readily available, so that systems have to be trained without explicit supervision.
2.2.2 The benefits of ABX-discriminability measures in this context

So far, we introduced a class of applications and we explained why it was of significant practical interest in general as well as in the special case of evaluating speech processing systems in their ability to represent word categories. Next, we argue that ABX-discriminability measures provide a better solution for this type of applications than more classic alternatives based on supervised or unsupervised classification.

It might be surprising to propose evaluating systems in their ability to represent a category structure of interest based on measures of discriminability. Indeed the potential applications we outlined in the previous section might appear to involve classification tasks rather than discrimination tasks. For example, receiving a speech signal and identifying the words composing it seems more relevant to efficient verbal communication than receiving two different speech signals and deciding whether they correspond to the same word or not. Furthermore, if the goal is classification, can we not assume that the systems considered are classifiers, i.e. systems that map speech sounds to categorical labels? This would have the benefit that the problem of evaluating classifiers has been studied for a long time and simple solutions are available such as the correct classification rate for supervised classifiers or the RAND index for unsupervised classifiers. In the remainder of this section we first explain why, in the applications we have in mind, it cannot be assumed that all the systems to be evaluated are classifiers. Then we argue that because we cannot make this assumption and because some of the systems we want to evaluate operate with little or no explicit supervision, discriminability measures are better for the applications considered than measures of classifiability.

There are at least two reasons why we cannot assume that all the systems to be evaluated are classifiers. The first is that, be it in cognitive science, artificial intelligence or low-resource engineering applications, explicit classification is usually not the ultimate objective of the system under study. The system does need to take into account certain category structures to produce an appropriate behavior or take appropriate decisions, but this does not necessarily imply that it has to represent these category structures explicitly. For example, when processing speech, human beings clearly take into account phonemic categories, in the sense that they treat acoustic word-forms that differ at least by one phoneme as linguistically similar and other word-forms
as linguistically different, independently from any semantic consideration. Yet, whether human speech processing involves an explicit representation of the signal as a sequence of phonemes has been the subject of a longstanding theoretical debate, which remains undecided. And even if humans did represent explicitly speech as a sequence of phonemes, the task involved would be more complex than a classification task, because it requires both to segment the signal into a sequence of segments and to classify these segments.

The second reason why we cannot assume that all the systems to be evaluated are classifiers is that, even if the ultimate objective was indeed explicit classification, the problems we are considering are often too complex to be tackled all at once. To make the discussion more concrete, let us explain this in the case of speech processing systems learning to represent word categories without explicit supervision. Because humans somehow do it, we know that it is possible in any language to learn to classify acoustic word-forms according to their lexical identity without explicit supervision. Yet our efforts to build artificial systems capable of the same achievement are only beginning, and state-of-the-art systems still have very poor performance [54]. Furthermore, while it is not plausible that infants have access to large amount of explicit supervision, there is still a lot of structure in the problem and many potential sources of weak supervision that infants could exploit (see for example [55–85]). To tackle problems of this level of complexity, one usually resorts to a reductionist approach, separating systems in smaller components and studying the behavior of these components in isolation or while they interact with each other. The practical result is that most of the time we want to evaluate partial solutions to the problem at hand. Since the partial solutions might involve many different formats of representation, even if the problem is one of explicit classification, we cannot assume that all the systems to be evaluated are classifiers. To give a concrete example, speech processing systems often take speech features as input, i.e. representations of speech that are not learned, such as spectrographic representation or MFC coefficients. There are many possible choices for these input representations and for the subsequent learning process, too many to be able to test all interesting combinations in practice. A simple heuristic to reduce the size of the search space is then to evaluate input representations independently of the subsequent learning process to select promising alternatives. Because the input representations can take a variety of different formats (discrete or continuous, sparse or dense, regularly sampled in time or not, etc.), we
cannot assume that all the systems to be evaluated are classifiers.

In summary, we are trying to evaluate systems, some of which operate without explicit supervision, in their ability to represent a category structure of interest and we do not want to make any \textit{a priori} assumption regarding the format of representation used by these systems. Let us now show that ABX-discriminability measures offer a better solution to this problem than measures based on supervised or unsupervised classification. Perhaps the first idea that comes to mind to solve the problem considered would be to train a supervised classifier on the output of each system and compare the correct classification rate of the different classifiers. However, as we saw in Section 1.2.3.5, the presence of explicit supervision can completely change the nature and difficulty of a learning problem, so that the performance of a supervised classifier trained on the output of a system is not representative of the performance of that system if it has to operate without explicit supervision. To give a concrete example, if you are trying to develop a speech recognizer for an under-resourced language, knowing that if it had access to explicit supervision your system would be performant is not of much interest because you do not expect the system to ever have access to such explicit supervision. Thus in the applicative scenario we consider, evaluating systems based on supervised classifiers makes no sense.

To avoid the issue with supervised classification, one might naturally turn to solutions based on unsupervised classification (i.e. clustering) instead. There are some issues associated with evaluation based on clustering methods however. A first problem is to choose the classification method(s) to be used. There is no general solution to the problem of clustering and different methods are based on different assumptions and favor certain types of representations over other, independently of their intrinsic merits (for example diagonal-covariance Gaussian Mixture Models work better with de-correlated input representation). A possible solution is to treat the clustering method as a free parameter of the procedure, to be set independently for each representation that is tested. This is fairer than imposing the same method in all cases, but at the expense of the introduction of a complex free parameter in the evaluation procedure. A second issue is the lack of basic statistical guarantees for most clustering methods, especially when there are no strong assumptions on the format of the input representations (see Section 1.2.3.1.3 and Section 1.2.3.4). The computational complexity of clustering methods is also an issue as most clustering problems can only be solved approximately in practice, often in a
nondeterministic fashion. Finally, as we explained in Section 1.2.3.4, there appears to be an essential statistical instability of clustering methods that makes them particularly inappropriate for evaluation purposes. Indeed, there is a lot of statistical variability in clustering scores when the different categories to be clustered are close to being separated but not quite separated yet in the input representation, which is, unfortunately, a situation of great practical interest when evaluating and comparing different input representations.

Let us now explain why we think that ABX-discriminability measures offer a better alternative to measures based on supervised and unsupervised classification. First of all, as we explained in Section 1.2.3.5, as long as a dissimilarity function that can be computed without explicit supervision is used, ABX-discriminability measures, unlike measures based on supervised classification, characterize the performance of systems without assuming that explicit supervision is available\(^6\). Note that the claim is not that the proposed evaluation metrics are unsupervised themselves, as none of them can be computed without annotated examples\(^7\), rather the claim is that they are appropriate to characterize how well systems operating without supervision will fare.

Thus far, we showed that, unlike measures based on supervised classification, ABX-discriminability measures are potentially appropriate for the problem considered. Let us now explain why we believe that they are in fact more appropriate than measures based on unsupervised classification. It might seem surprising to claim that discriminability measures better characterize systems learning to categorize than measures based on clustering. The rationale here is that, as we saw, measures based on clustering are very unstable in the regime that is the most interesting in practice (when problems are neither so hard that performance is close to chance nor so easy that they are perfectly solved) and that ABX-discriminability measures provide a much better-behaved surrogate. Indeed, ABX-discriminability measures are based on a very simple idea - that items of the same class should be close to each other and far from items from a different class - which underlie in one way or another all approaches to classification, yet they avoid the need to

\(^{6}\) The crucial difference between, on the one hand, measures based on unsupervised classification and ABX-discriminability measures and, on the other hand, measures based on supervised classification, is that only the evaluation tasks associated with the former can be performed by the system on the basis of unlabeled exemplars (it is possible to decide whether stimuli X is closer to stimuli A or B without knowing the category label of either or even that X is either of the same category than A and of a different category than B or vice-versa).

\(^{7}\) Indeed, category labels associated to the evaluation stimuli are still necessary in all cases in order to decide whether the answers given by the evaluated systems in the evaluation task are wrong or right and derive an average score.
actually commit to any particular clustering of the evaluation data. This allows to avoid both
the intrinsic statistical instability associated with clustering (see Section 1.2.3.4) and the need
to commit to a particular clustering algorithm (instead, one only needs to choose a dissimilarity
function, which is a strictly more fundamental object and much more convenient to choose in
practice, see Section 1.2.3.2) and yields measures with much nicer computational, statistical
and theoretical properties (see Section 1.2.3). The pertinence of ABX-discriminability measures
is corroborated by our empirical observations, in an example with speech stimuli (see Section
1.2.2.2), that measures obtained with different classification algorithms are more correlated with
ABX-discriminability measures than they are correlated with each other, suggesting that ABX-
discriminability measures capture some common ground of which the different classification
measures are variations.

2.2.3 Examples of speech processing systems evaluated for word
or talker recognition

To illustrate the potential of using discriminability measures for the evaluation of systems op-
erating with little explicit supervision, we now review results obtained in the special case where
the systems considered are speech processing systems and they are evaluated in their ability to
represent word or talker identity.

Using performance in a discrimination task to evaluate speech processing systems in their
ability to represent word categories was first proposed by Carlin, Thomas and Jansen in [34].
They proposed a Same/Different (AX) word-discrimination task, with performance measured
either as the mean average precision (AP) or the precision/recall at the breakeven point (PRB)
in this task (see Section 2.1 for more details). They looked separately at discrimination perfor-
mance for words uttered by the same speaker and for words uttered by two different speakers
only with the breakeven point measure. When computing the AP measure, they ignored talker
identity, resulting in a measure that characterize mainly across talker discriminability\(^8\). They
evaluated various systems on telephone speech recordings from the Switchboard American En-
glish and Fisher Spanish corpora and obtained a number of interesting results. For example,
they compared discrimination scores obtained with various underlying dissimilarity functions

\(^8\)This is because with a typical multi-talker speech corpus it is possible to form much more Same/Different
pairs using words uttered by two different speakers than using words uttered by the same speaker.
and observed that among euclidean distance, cosine dissimilarity and symmetric KL-divergence, the cosine dissimilarity worked best for evaluating raw acoustic features and the KL-divergence worked best for evaluating representations taking the form of posteriorgrams. But perhaps their most important result, from the point of view of low-resource speech technology, is that applying directly to a low-resource language a system trained with explicit supervision on a high-resource language does not appear to work well. Indeed they found that discriminating words based on language-matched representations (best results 53.7% AP on Switchboard and 47.7% AP on Fisher) is substantially easier than discriminating words based on raw acoustic speech features (best results 21.5% AP on Switchboard and 10.6% AP on Fisher), whereas discriminating words based on language-mismatched representations (best results 16.2% AP on Switchboard and 10.3% AP on Fisher) is as hard or even harder than discriminating words based on raw acoustic speech features. Interestingly, through their within and across speaker PRB measures, they found that the improvement provided by language-matched representations over raw acoustic features was relatively modest when discriminating words within talkers and much bigger when discriminating words across talkers. This suggests that typical ASR systems trained with explicit supervision provide speech representations that are much more speaker-independent than raw acoustic features, but that this speaker-independence is highly language-specific. Since having speech representations that generalize across talkers is crucial in many ASR applications, this first study by Carlin, Thomas and Jansen established the need for innovative solutions for low-resource speech technology.

In following studies, only the AP measure of word discriminability was used, presumably because the focus was put on finding speech representations with good speaker-independence properties. In [86], it was assumed that clusters of similar word-sized segments of speech signal could be identified across speakers with a sufficient precision in the absence of explicit supervision through Spoken Term Discovery (STD) methods. This information was then used to train an HMM-GMM acoustic model. AP scores obtained on the Switchboard corpus with the resulting acoustic model (29%) were higher than that obtained with raw acoustic features (16.9%) or with language-mismatched posteriorgrams from Neural Network (NN) systems trained with explicit supervision (16.7% and 8%), but remained largely below those obtained with language-matched posteriorgrams (51.6%). The AP measure was also used to study the dependence of the perfor-

---

Without any other further supervision.
mance of the acoustic model on the value of some training parameters, including the number of sub-word units to be included in the acoustic model. The best performance was obtained for a number of sub-word units chosen around 100. In [87], an improved version of the acoustic model training procedure from the previous study [86] was proposed, demanding less from STD techniques while maintaining a comparable performance (28.6% AP instead of 29% AP). This new procedure consisted in training a GMM-based acoustic model without any supervision (with the standard Expectation-Maximization (EM) algorithm) and using information obtained from STD techniques to cluster the mixture elements into linguistically relevant groups. The authors also looked at the performance obtained directly with the GMM-based acoustic model without using the STD cues, which resulted in a more modest improvement over raw acoustic features (22.2% AP). In [88], the AP measure of word discriminability was used to assess the quality of speech features obtained from an unsupervised manifold learning procedure called Intrinsic Spectral Analysis (ISA). Because ISA features derivation is computationally expensive, the AP measure was computed on a smaller test set constituted from read speech taken from the TIMIT corpus of American English. The best ISA features yielded an AP score (48.5%) higher than raw features like MFC or PLP coefficients (33.8% and 34.8% respectively), but again much lower than language-matched posteriorgrams obtained from a system trained with explicit supervision (75.4%). on TIMIT, which I find very strange!!! The AP measure of word discriminability was also used in the context of a summer workshop organized by the CLSP at Johns Hopkins University in 2012 [54]. There it was shown that using raw acoustic features with coarser spectral resolution can improve the discriminability of words across speakers\(^\text{10}\) (going from 17.7% AP to 21.2% AP on Switchboard for PLP coefficients for example). Also during this workshop, an approach to training an HMM-GMM acoustic model without explicit supervision proposed in [90] was tested, but only on the TIMIT test set due to its computational complexity. It yielded an AP score of 44.5%, thus largely improving over raw acoustic features (best 34.8% AP) but remaining slightly inferior to ISA-based features (49.6% AP) and largely inferior to a supervised baseline (84.6% AP). Combining ISA features with the HMM-GMM training procedure from [90] did not provide further improvements (46.4% AP). Combining coarser spectral resolution with GMM-based acoustic model training with or without constraints from STD was not tested and none of these techniques were directly compared or combined with the unsupervised

\(^{10}\)In accordance with the front cavity theory from [89].
HMM-GMM training procedure from [90] or ISA features extraction.

In [35], we introduced Minimal-Pair ABX discrimination tasks which provide a number of improvement over the approach proposed by Carlin et al. (see Section 2.1 for details). We used a systematic multi-speaker database of isolated Consonant-Vowels (CV) stimuli to implement various syllable discrimination tasks. While previous studies focused on across speaker discrimination, we also considered across phonetic context discrimination, phonetic context being another important factor of variability in the realization of acoustic word-forms. We also computed a complementary measure of talker discriminability across phonetic context. We applied our measures to the detailed evaluation of various steps in the derivation of the most common raw acoustic features in ASR. We found direct empirical support for many well-established principles in the design of speech features, such as the interest of using a non-linear scale of frequency or a compression of the dynamic range of the frequency channels to improve word discriminability, or the improved speaker-independence associated to coarser spectral resolutions, but we did not find clear-cut evidence of the benefits on word discriminability of casting features in the cepstral domain and/or of applying cepstral truncation or (temporal-domain) Linear Predictive Coding (LPC). For example, we found that casting MFC coefficients in the cepstral-domain slightly impairs the discriminability of words across talkers while simultaneously largely improving the discriminability of talkers across words\(^{11}\). In a follow-up paper [96], we extended our discussion to another important source of variability in the realization of acoustic word-forms: the presence of additive or convolution noise. Once again the benefits of spectral frame modeling by cepstral truncation or (temporal-domain) LPC were not obvious. We found, however, a clear benefit of RASTA filtering of the frequency channels in the presence of convolutional noise and of Frequency-Domain LPC (FDLP) in the presence of both additive and convolutional noise. The results of these two studies are summarized and discussed in the context of modeling speech processing by humans at birth in Chapter 3 of this thesis.

\(^{11}\)Although this is not our focus in this section, discrimination measures have also been proposed to be of potential interest for purely supervised system design [34, 54, 91] as a rapid evaluation method that does not commit to a particular downstream processing architecture. Our results showing that casting MFCC in the cepstral domain improve talker discriminability but not phone discriminability can be interpreted in this context. Indeed, they are in line with recent development in speech features design associated with the replacement of GMM-HMM-based technology by NN-based technology: state-of-the-art ASR systems are now based on Mel-spectrograms (see for example [92, 93]), while state-of-the-art speaker recognition systems are based on MFC coefficients (see for example [94]). See also [95] for a concrete example of using ABX-discriminability measures to compare the coding properties of magnitude-spectrum-based and phase-spectrum-based speech features and translating the results into improvements in a standard (supervised) talker recognition application.
Beyond raw acoustic features, ABX-discriminability measures have also been applied to the evaluation of systems learning from speech signal without explicit supervision. In [97], as in previous papers that we already discussed [86, 87], the potential of using information obtained through STD techniques to train an acoustic model without supervision was investigated. As in the previous studies, the focus was on training an acoustic model and an idealized version of the information about similar chunks of signal supposed to be provided by STD techniques was extracted from manual annotations of speech recordings. While [86, 87] considered HMM-GMM and pure GMM acoustic models, this new study trained an NN-based acoustic model using a Siamese Neural Networks learning procedure to exploit the available similarity information. The system was trained and tested on different subsets of the TIMIT database. In a cross-talker ABX-discriminability task, the performance of the system (11.8% error rate) was largely above raw acoustic features (19.5% error rate). It was actually better than the performance of an HMM-GMM supervised ASR system trained with HTK on the same dataset (11.0% error rate) and close to the performance of a similar neural network trained with explicit supervision (9.2% error rate). To consolidate and promote synergies between the burgeoning efforts in the low-resource speech technology and in the infant language acquisition research communities, we also organized the Zerospeech challenge [38, 98], which was featured as a special session at the Interspeech 2015 conference. The challenge aim was to provide theoretically motivated, well-documented and freely available evaluation metrics and datasets that would allow to assess the state-of-the-art in the development of speech processing systems learning without explicit supervision. The challenge contained two tracks, the first of which was dedicated to the evaluation of speech representations through minimal-pair ABX tasks. The evaluation was carried out using recordings from two freely accessible corpora of continuous speech: the Buckeye Corpus of American English [99] and the NCHLT corpus of Xitsonga [100]. For each corpus, we implemented a within-talker and an across-talker ABX discrimination task based on minimal-pairs of triphones differing only in their central phone. Results of the initial session of the challenge have been summarized in [98] and the challenge remains open online, with all the evaluation code and resources freely available. In the following we briefly review the results of the challenge and for the sake of concision unless explicitly stated otherwise, we only report error rates in the cross-speaker task on the Buckeye corpus (which are quite representative). Solutions exploit-
ing cross-speaker word-level similarities discovered through STD methods to train an acoustic
model were tested in the challenge, based for the first time on information actually obtained
through STD methods (rather than using an idealized version obtained from manual annotations
of speech recordings). The Siamese Networks approach from [97] was tested [101] and compared
to an approach [102] also training an NN-based acoustic model but using Correspondence Au-
toencoders. Both approaches fared much better than raw acoustic features (28.1% ABX error
rate) and close to a supervised HMM-GMM baseline (16.0%), with the Siamese Network ap-
proach (17.9%) having an edge over the Correspondence Autoencoders approach (21.1%) and
even beating the supervised baseline in one case. Methods using STD-derived information to
train GMM or HMM-GMM acoustic models were not tested in the challenge, but later results
from [91] on the earlier AP evaluation metric suggest that they are not as performant. A study
published after the initial session of the challenge [103] also showed that replacing the original
input features (Mel-filterbanks) with richer scattering spectrum coefficients [104] improved the
performance of Siamese Network acoustic models (17.1% ABX error rate). Other participants
to the challenge proposed to model directly the speech signal at the frame level, without using
word-level similarities obtained by STD methods. Badino et al. [105] trained unsupervised
auto-encoders, yielding results slightly improving over the raw acoustic features baseline (26.3%
ABX error rate). Chen et al. [106] trained a DPGMM-model working on frames of standard
acoustic speech features without any external source of supervision, yielding surprisingly good
results (16.3% ABX error). They actually obtained the best results in the challenge on all tasks
except for the across speaker ABX task on the NCHLT corpus where the Siamese Network had
the edge (16.6% ABX error rate for the Siamese Network vs. 17.2% ABX error rate for the
GMM). These results are particularly surprising when compared to the earlier results from [87]
that we already mentioned. [87] reported results obtained with GMM models using an EM
learning procedure that improved only moderately over a raw acoustic features baseline. Chen
et al. also reported results on language-mismatched posteriorgrams improving largely over the
raw acoustic features baseline and close to a supervised baseline (17.2%, 17.5% and 16.3% ABX
error rate for posterior grams trained respectively on Czech, Hungarian and Russian) in stark
contrast with the earlier results from [34, 86] that we already reviewed and our own results from Chapter 4. Recently, an independent reproduction of Chen et al. DPGMM results has been attempted [107]. The results on the Buckeye corpus were not replicated, although the performance obtained remained the second best in the challenge (19.5% ABX error rate on the across-speaker task), while the results on the NCHLT corpus were actually improved, setting new records for the challenge both within and across speakers (but remaining below a supervised baseline). However, by training LDA features based on labels obtained from a first frame-level DPGMM clustering (thus remaining completely unsupervised) and performing a second round of DPGMM clustering on the basis of these features, the authors were able to beat the original results of Chen et al. on both corpora (even reaching the supervised baseline of 16.0% ABX error rate in the across speaker task on the Buckeye corpus). This idea of alternatively updating components to learn jointly and without supervision an acoustic model and acoustic features was also used in another recent study [108]. In this study the acoustic model used was not a pure GMM but rather used multiple HMM-GMM models and the acoustic features were not LDA features but bottleneck NN features. The results obtained (21.9% ABX error rate in the across-speaker task on the Buckeye corpus) were largely above the raw acoustic features baseline, but remained inferior to the results with DPGMM from [106, 107] and those obtained with NN trained based on top-down information from STD [101–103].

In summary, discrimination measures, and ABX-discriminability measures in particular, have been already largely used to evaluate speech processing systems operating without explicit supervision. They showed how the performance of such systems can be affected by the choice of acoustic features [35, 88, 96, 103], of an acoustic modeling method [87, 90, 97, 102, 105, 106] or the combination of both [107, 108]. An interesting finding was that excepted when using weak top-down constraints from STD techniques, NN-based models were consistently outperformed by GMM-based models. Thus it appears that, as of now, the impressive improvements brought about by the replacement of HMM-GMM system by NN-based systems in supervised speech processing do not translate to the unsupervised domain. Some of the proposed systems have yet to be compared to each other. In particular ISA features [88] and the model proposed by Lee et al. [90], while they yielded promising results in the AP metric on the TIMIT corpus, have not yet been compared with more recent proposals. Also, many of the proposed ideas are
complementary and there are many possible combinations that have not yet been tested. For example, using top-down cues from STD techniques could be combined with DPGMM modeling at the frame-level. However, the most pressing matter in the field is probably to investigate the source of the impressive performance of the DPGMM-based solutions. Indeed, this performance is in surprising contrast with earlier result using GMM-based acoustic models and appears hard to exactly replicate. It might be due for example to differences between EM-based and Dirichlet Process-based GMM optimization, the use of full-covariance or diagonal-covariance Gaussian components or the use of speaker normalization techniques such as VTLN on the features. Identifying the source of the discrepancy will shed light on important design principles for speech processing systems learning without supervision.

2.3 Application (ii): Modeling human or animal behavior in discrimination tasks

In this section, we consider a family of application of ABX-discriminability measures, where the objective is to model human or animal behavior in discrimination tasks. We discuss first the case where the task to be modeled is an ABX discrimination task in Section 2.3.1. Then, in Section 2.3.2, we consider the case of other types of discrimination tasks.

2.3.1 Modeling human or animal behavior in ABX discrimination tasks

In a typical ABX discrimination experiment, human or animal participants are presented with three stimuli $A$, $B$ and $X$ and their task is to indicate whether they perceive $X$ as closer to $A$ or to $B$. In this section, we propose a simple model for ABX discrimination experiments.

A simple model for the task follows directly from the way we defined ABX discriminability measures formally. In this model, participants first form internal representations $a$, $b$ and $x$ of the stimuli $A$, $B$ and $X$ to which they are exposed, then evaluate the similarity between $A$ and $X$ and between $B$ and $X$ based on some measure of dissimilarity $d$ defined on the space of internal representations and finally answer $A$ if $d(a, x) < d(b, x)$ and $B$ otherwise.

A limit of this model is that it does not account explicitly for intrinsic sources of variability in the participants’ responses. Some sources of variability can be accounted for implicitly without needing to alter the formalism. Indeed, the internal representations and the dissimilarity function
are supposed to be provided by a *perception* module (see Introduction chapter), which can incorporate some intrinsic variability mechanisms. For example, plausible limits on the resolution of the representations of the stimuli can be enforced by adding some artificial noise to them.

Intrinsic variability at the level of the decision process needs to be accounted for explicitly however. We propose to do this by considering that the participants answer *A* with a probability drawn from a Bernoulli distribution $b(p)$, whose expectation is determined by the size of the difference between $d(b, x)$ and $d(a, x)$:

$$p = s(d(b, x) - d(a, x)),$$

where $s$ is some sigmoid function. Parameters controlling the bias and variance of the response can also be introduced, for example by taking:

$$p = s \left( \frac{d(b, x) - d(a, x)}{\sigma} + \beta \right).$$  \hspace{1cm} (2.1)

The simpler model, without randomness at the level of the decision process, is retrieved for a model without bias ($\beta = 0$) by taking $s = 1$, where $1$ is the indicator function, which can be seen as the limit of other sigmoid functions when the variance parameter $\sigma$ tends toward 0 ($1(x)$ is equal to 0 if $x < 0$, 0.5 if $x = 0$ and 1 if $x > 0$).

What motivation is there for proposing this model? We will show that it can be seen as a generalization of a model described by McMillan & Creelman ([109], p.233). The interest of the generalization is that it provides models that are more appropriate for tasks involving complex stimuli that cannot be seen as being distributed along a single dimension (such as speech signals).

McMillan & Creelman propose a Roving ABX model for the ABX match-to-sample task within the framework of Signal Detection Theory. In this model, the participants are supposed to represent each stimulus as a point on some internal psychological dimension. Let us note $\hat{a}$, $\hat{b}$ and $\hat{x}$ the internal representations of stimuli $A$, $B$ and $X$. $\hat{a}$ and $\hat{x}$ are supposed to be independent samples from a Gaussian distribution $\mathcal{N}(a, \sigma^2)$ and $\hat{b}$ is supposed to be a sample from a Gaussian distribution $\mathcal{N}(b, \sigma^2)$ (mutually independent from $\hat{a}$ and $\hat{x}$). The model predicts that an unbiased observer will answer *A* if $|\hat{a} - \hat{x}| < |\hat{b} - \hat{x}|$ and *B* otherwise. In this model, the
expected percentage of $A$ answers (i.e. correct answers in this case) for the unbiased observer is:

$$p(d') = \Phi \left( \frac{d'}{\sqrt{6}} \right) \Phi \left( \frac{d'}{\sqrt{2}} \right) + \Phi \left( -\frac{d'}{\sqrt{6}} \right) \Phi \left( -\frac{d'}{\sqrt{2}} \right),$$

where $d' = \frac{|b-a|}{\sigma}$ and $\Phi$ is the standard normal cumulative distribution function.

To see the link with our model, we need to make two modifications. First, we consider that $\hat{x}$ is taken from a distribution $\mathcal{N}(x, \sigma^2)$ where $x$ can be different from $a$ and $b$. Second, we consider a slightly different task: an AXBX task, where A and X are presented first and then B and X again. The participant is asked to answer whether X was closer to A or B as in the classical ABX match-to-sample task. The goal of this second change is to avoid asymmetries between the expected performance for fixed values of $|a - x|$ and $|b - x|$ depending on whether $a$ and $b$ are on the same side of $x$ or on opposite sides. These asymmetries are materialized by the presence of two different factors, $\sqrt{6}$ and $\sqrt{2}$ in the expression of $p(d')$ above and stem from the correlations that are introduced by using the same sample $\hat{x}$ from $\mathcal{N}(x, \sigma^2)$ to compute $\hat{a} - \hat{x}$ and $\hat{b} - \hat{x}$.

In an AXBX task, we assume that we obtain two independent draws $\hat{x}_1$ and $\hat{x}_2$ from $\mathcal{N}(x, \sigma^2)$ corresponding to the two different presentations of $X$. Then using the decision rule: answer $A$ if $|\hat{a} - \hat{x}_1| < |\hat{b} - \hat{x}_2|$, else $B$, the expected percentage of $A$ answers for the unbiased observer can now be shown to be:

$$p(S, \Delta) = \Phi \left( \frac{\Delta}{2} \right) \Phi \left( \frac{S}{2} \right) + \Phi \left( -\frac{\Delta}{2} \right) \Phi \left( -\frac{S}{2} \right),$$

where $S = \frac{|b-x|+|a-x|}{\sigma}$ and $\Delta = \frac{|b-x|-|a-x|}{\sigma}$.

By looking at a plot of $p(S, \Delta)$ (see Figure 2.1), we see that $p$ does not depend a lot on $S$ and is well approximated as a sigmoid function of $\Delta$, i.e. there exists a sigmoid function $s$ such that $p(S, \Delta) \approx s(\Delta)$. Then our more general model, which specifies that $p = s(d(b, x) - d(a, x))$, can be obtained by replacing $\frac{|b-x|}{\sigma}$ and $\frac{|a-x|}{\sigma}$ in the expression of $\Delta$ by the much more general quantities $d(b, x)$ and $d(a, x)$. In this way, the constraint that $a$, $b$ and $x$ are real numbers is lifted and all we need is to be able to compute dissimilarities between them. This allows using complex stimuli for which a comparison on a single dimension would not make much sense.

Let us note that both McMillan & Creelman’s model and ours remain quite abstract models of the task and that there are some well-documented effects for which they do not account
Figure 2.1: Plot of $p(S, \Delta)$. The plot bounds are determined by the facts that $-S \leq \Delta \leq S$ and $S \geq 0$. The top plot, representing $p(S, \Delta)$ as a function of $S$ for several values of $\Delta$, shows that $p$ does not vary a lot as a function of $S$. The bottom plot, representing $p(S, \Delta)$ as a function of $\Delta$ for several values of $S$, shows that $p$ is well approximated as a sigmoid function of $\Delta$. 
explicitly. For example, for sequentially presented stimuli, the inter-stimuli interval is known to affect the performance of participants, as is the total number of different stimuli used in the experiment (see for example [109], chapter 9).

In conclusion, our extension of the McMillan model enables us to derive predictions for human or animal performance in an AXBX task from a perception model (i.e. a mapping from stimuli to representations together with a notion of dissimilarity on the space of representations). Of course, these predictions would have to be tested empirically (just as the predictions of Signal Detection Theory can and have been tested empirically). In practice, we can use formula 2.1 to estimate an appropriate shape for the sigmoidal function and its bias and variance parameters from experimental measurements. The fitted values can then be used to compute the agreement of different models of perception with the empirical observations.

2.3.2 Modeling human or animal behavior in other discrimination tasks

ABX discrimination tasks with humans and animals are closely related to other discrimination tasks, in particular to those from the family of classification designs for discrimination ([109] chapter 9), which also includes the same-different and oddity experimental tasks. Signal Detection Theory models for these different tasks predict systematic relationships between the expected results, which have been confirmed empirically, at least partially, in numerous experiments, using a wide variety of experimental stimuli ([109], chapter 10). These results were obtained with stimuli that could be assumed to be distributed along a single dimension, but generalizations of the Signal Detection Theory models that are suitable for more complicated ensembles of stimuli can be developed for the different tasks, following the same approach as in the previous section. This suggests that experimental results in same-different or oddity discrimination tasks should agree qualitatively with the results in an ABX task even with more complex stimuli.

Why is this interesting? The link with same-different and oddity experimental paradigms is interesting because many perception experiments with infants are based on these paradigms. This means that, even though infants are not able to perform ABX tasks, ABX discriminability measures might be useful to predict their behavior. This is in contrast with classification or clustering experimental paradigms, which have no direct relationship with same-different or
oddity paradigms. Of course, when it is possible to use directly a model of a same-different or oddity task, there is no reason to use ABX discriminability measures. However, existing models for these tasks typically require setting a threshold parameter, which corresponds to a point beyond which two stimuli are not considered the same anymore or to the point beyond which a stimulus is considered an oddball. By contrast, the most simple model that we proposed for ABX tasks does not rely on any parameter (given a perception model). Thus if suitable data for fitting the parameters of more direct models is not available, ABX discriminability measures offer a potential solution for predicting qualitatively the behavior of infants in discrimination tasks.

This can be useful as a heuristic for planning informative experiments. For example, if a set of interesting perception models for phonetic category acquisition has been identified, phonetic contrasts for which the ABX discriminability predicted by the different models are the most different can be singled out. An empirical test to decide between the different models can then be designed on the basis of these maximally informative contrasts. More generally if the raw experimental data is not available or does not allow the fitting of a threshold parameter, ABX discriminability measures might be useful.

2.4 Application (iii): Providing descriptive measurements of datasets with category labels

In the third and last type of application we consider, one or several datasets annotated with category labels for some category structures of interest are supposed to be available and the goal is to get a qualitative understanding of how the category structures are represented in the datasets. The datasets and category structures can be anything. For example, it could be a collection of images of human faces annotated with category labels for the identity of the person, their gender, their age, personality traits, the emotion they display, etc. Or it could be videos of behaving agents with annotations for the type of action in which the agents are engaging, the identity of the agents, the type of location or the objects present in the scene. In the remainder of this section, we illustrate the interest of ABX-discriminability measures in the specific case where the datasets considered are transcribed corpora of speech recordings.

Phonetic properties of speech, are often studied by extracting phonetic measurements, such as
formants or VOT values, from portions of interest of speech recordings. These measurements are typically extracted by hand by trained phoneticians, relying on their subjective judgments. This is very costly in time and prevents available large corpora of recorded speech to be exploited to their full potential. In this section, we present an alternative approach, based on ABX discriminability measures, that do not suffer from this problem.

Traditional phonetic measurements have to be derived by hand because there is a lack of reliable methods for extracting them automatically in a way that can handle the variability present in natural speech. One approach to solving this problem is to design better methods for automatic extraction of phonetic measurements, and there has been some work in this direction (see for example [110, 111]). We propose a different approach: replacing traditional phonetic measurements by featural representations of speech as used in Automatic Speech Recognition (ASR) systems and speech technology in general (e.g. MFC or PLP coefficients [18, 112] or various kinds of spectrograms [113, 114]). The main benefit of this approach is that these featural representations are designed to be reliably extractable from speech signal in a fully automatic fashion. The main difficulty is that these high-dimensional representations are much harder to interpret and manipulate than traditional phonetic measurements. To resolve this difficulty and obtain measurements that are both reliably extractable in an automatic fashion and easily interpretable, we propose to perform ABX discriminability measures on the basis of the featural representations.

To illustrate the approach, we present two examples. A systematic comparison of the discriminability of phonetic contrasts in Infant-Directed Speech (IDS) and Adult-Directed Speech (ADS) in Japanese in Section 2.4.1. And a systematic study of the effect of coarticulation on the discriminability of phonetic segments in Japanese and English in Section 2.4.2. A brief conclusion is provided in Section 2.4.3.

2.4.1 Are phones more distinct in Infant-Directed Speech?

The experiments and results summarized in this section were performed in collaboration with A. Martin, M. Versteegh, K. Miyazawa, R. Mazuka and A. Cristià and published in [115]. R. Mazuka oversaw the collection and coding of the corpus. K. Miyazawa provided key analyses. A. Martin wrote the syllabification algorithms. M. Versteegh wrote the feature-extraction algorithms. T. Schatz designed the ABX tasks. E. Dupoux carried out the acoustical analyses. A Cristià
carried out the statistical analyses. A. Martin and A. Cristià produced the first draft and all authors contributed to the definition of the research question, the methodological approach and the writing of the manuscript.

The hyperarticulation of IDS hypothesis for phonetic categories states that in order to facilitate phonetic category acquisition by infants, caregivers produce speech with more distinct phonetic contrasts when they talk to infants than when they talk to adults [116]. The RIKEN Japanese Mother-Infant Conversation Corpus [117, 118] is particularly appropriate for testing this hypothesis: it contains spontaneous speech from 22 mothers in two conditions: showing picture books and playing with their child and speaking with an adult experimenter.

Figure 2.2: Average ABX discriminability for IDS as a function of ABX discriminability for ADS for each contrast between syllable onsets for sentence-medial syllables (collapsed across contexts). For each contrast, the average across speakers is either at the center of the contrast label or at the endpoint of the line leading from the contrast label. The eclipsed indicate 95% confidence intervals over the 22 speakers. The dotted gray line indicates where points would fall if the averages were equal. /u/ stands for /u/. Figure reproduced from [115].
Operationalizing the hypothesis in terms of an ABX discrimination task is straightforward: if we compute ABX discriminability scores for each possible phonetic contrast from the IDS and ADS speech samples separately, then, for the hyperarticulation hypothesis to hold, the difference of the matched scores (IDS−ADS) should be on average positive. Computing scores for minimal-pair instead of words is important to avoid confusing effects of the discriminability of phones with effects of the different lexicon used in IDS and ADS (for example one could imagine that even without any difference in phonetic discriminability between IDS and ADS, frequent words in IDS involve easier contrasts more often than frequent words in ADS). To compute a score for each phonetic contrast, the approach we followed was to segment the speech signal into syllables and compute an ABX discriminability measure on syllable onset by the rest of the syllable (the context), the position of the sentence in the utterance (initial, medial, final or isolated), the register (IDS or ADS) and the talker. For example, an ABX triplet in the task could be:

\[
\begin{array}{ccc}
A & B & X \\
/saN_i^{A,T_1}/ & /taN_i^{A,T_1}/ & /saN_i^{A,T_1}/ \\
\end{array}
\]

where \(i\) indicates that the syllable occurs sentence-initially, \(A\) indicates that the register is ADS and \(T_1\) indicates that the syllables was uttered by talker \(T_1\). In this example, the measure is on the /s/-/t/ phonetic contrast, by the /aN/ context, the initial sentence-position and the ADS register.

ABX discriminability measures were computed on the basis of sequences of spectral frames of duration 25ms computed every 10ms, with a Mel warping of the frequency scale and a cubic root compression of the dynamic range. The reason for choosing this representation format was, as we will see in chapter 3, that it can be interpreted as a crude model of speech perception by the baby at birth. The idea being that we are interested in the characteristic of IDS from the point of view of the child. Using MFC coefficients instead did not change the pattern of results observed. As with other experiments with spectral or cepstral-based representations dissimilarities were computed through Dynamic Time Warping based on a frame-to-frame cosine distance.

Results for phonetic contrasts for which enough data was available in the corpus for reliably estimating their ABX discriminability are shown in Figure 2.2. The results are shown for sentence-medial syllables and show that most phonetic contrasts are more discriminable in ADS than in IDS. This tendency was found to be significant through a permutation test of the
IDS and ADS conditions within each talker. Similar results were obtained for sentence-initial syllables and no significant difference was found for sentence-final syllables. Thus, our results do not support the hyperarticulation hypothesis. To the contrary, they indicate that phonetic contrasts are slightly less discriminable on average in IDS than in ADS. These results are in line with recent empirical evidence and theoretical analyses proposing alternative accounts for the specific phonetic and prosodic properties of IDS, highlighting its communicative function [119–122].

In the end, ABX discriminability measures allowed us to perform a comprehensive test of the hyperarticulation of IDS hypothesis, with an unprecedented coverage of 10 vowel and 36 consonant contrasts. This was achieved by exploiting a corpus containing a total of 14 hours of speech (11 hours of IDS and 3 hours of ADS), using manually annotated phone-level transcriptions and time-alignments as well as sentence boundaries.

2.4.2 Measuring the impact of coarticulation on phone discriminability

The acoustic realizations of a given phonetic segment are typically affected by the preceding and following phonetic segments, a phenomenon called coarticulation (see for instance [123] pp. 70-71). For example, the acoustic realizations of the American English vowel /ɪ/ might be systematically different according to whether it occurs in the context of a preceding /m/ and a following /s/ as in the word *miss* or in the context of a preceding /t/ and a following /p/ as in the word *tip*. In this section, we show how ABX discriminability measures can be used to study these coarticulation effects quantitatively and in a systematic fashion. We begin by defining a measure of interest for studying coarticulation effects in Section 2.4.2.1, that we then apply to two large corpora of recorded speech, one in American English and one in Japanese, in Section 2.4.2.2.

2.4.2.1 Definition of the measure

Our idea is to consider a phonetic contrast occurring in a given language and to measure how well it can be discriminated, on the one hand, based on acoustic realizations occurring in the same phonetic context and, on the other hand, based on acoustic realizations occurring in different phonetic contexts. If the two phonetic segments involved are completely unaffected
by coarticulation, then we expect to see no difference between the scores in the two cases, but in the presence of coarticulation effects, the two score can be different. We thus propose to take the difference between these scores as a measure of the impact of coarticulation on the discriminability between phonetic segments. More precisely, we consider three different ABX tasks. First, the *within context* task (WT), performed on phonetic segment, by talker, preceding context and following context. An ABX triplet in this task could be for example:

\[
\begin{array}{ccc}
A & B & X \\
/i_{b\_t}^T_1 & /u_{b\_t}^T_1 & /i_{b\_t}^T_1 \\
\end{array}
\]

where \(b\_t\) indicates a segment preceded by a \(/b/\) and followed by \(/t/\) and \(T_1\) indicates a segment pronounced by speaker \(T_1\). Second, the *across preceding context* task (PT), performed on phonetic segment, across preceding context by talker and following context. An ABX triplet in this task could be for example:

\[
\begin{array}{ccc}
A & B & X \\
/i_{b\_t}^T_1 & /u_{b\_t}^T_1 & /i_{s\_t}^T_1 \\
\end{array}
\]

Third, the *across following context* task (FT), performed on phonetic segment, across following context by talker and preceding context. An ABX triplet in this task could be for example:

\[
\begin{array}{ccc}
A & B & X \\
/i_{b\_t}^T_1 & /u_{b\_t}^T_1 & /i_{b\_n}^T_1 \\
\end{array}
\]

For each task and each phonetic contrast, we compute a summary ABX score as follows. We start from ABX discrimiblity measures for each combination of talker, preceding context(s), following context(s) and phonetic contrast. First, we average out the talkers to obtain score for each combination of preceding context(s), following context(s) and phonetic contrast. Second, we average out the phonetic contexts to obtain a score for each phonetic contrast. Let us note \(s^{WT}(p_1,p_2), s^{PT}(p_1,p_2)\) and \(s^{FT}(p_1,p_2)\) the ABX scores obtained in this fashion for the \(p_1/p_2\) phonetic contrast in the WT, PT and FT task respectively. Our main measure for each phonetic contrast is then the *coarticulation score*:

\[
s_c(p_1,p_2) = s^{WT}(p_1,p_2) - \frac{s^{PT}(p_1,p_2) + s^{FT}(p_1,p_2)}{2}.
\]
Finally, we compute a score for each vowel by averaging the scores for each vocalic phonetic contrast involving that vowel and for each consonant by averaging the scores for each consonantal contrast involving that consonant.

### 2.4.2.2 Application

We present results obtained by computing the measures defined above on speech stimuli from the *Wall Street Journal* corpus [20] and from the *Corpus of Spontaneous Japanese* [124]. We used a subset of the *Wall Street Journal* corpus [20] containing recordings from 20 native American English speakers reading news articles from the Wall Street Journal and containing a total of 242,654 phonetic segments for a duration of approximately 6 hours. For an experiment focusing on the /s/-/ʃ/ contrast in the context of the /u/ and /i/ vowels (see below), we also used a larger subset of the corpus containing speech from 169 speakers. The corpus was designed to facilitate the training of large vocabulary speech recognition systems and the recordings have been checked by the corpus providers for hesitations and pronunciation errors to ensure a good match between the text of the article and the recordings. Phonetic transcriptions were obtained using the CMU phonetic dictionary of American English ([http://www.speech.cs.cmu.edu/cgi-bin/cmudict](http://www.speech.cs.cmu.edu/cgi-bin/cmudict)) and a phone-level forced-alignment was obtained using a speaker-adapted triphone HMM-GMM speech recognizer trained on the corpus. We used a subset from the *Corpus of Spontaneous Japanese* containing audio recordings from 39 native speakers of Japanese speaking spontaneously about an episode of their life in front of a small audience. This subset contains a total of 277,832 phonetic segments for a duration of approximately 6 hours. Manually-checked phonetic transcriptions were provided with the recordings for the considered subset and a phone-level forced-alignment was obtained using a speaker-adapted triphone HMM-GMM speech recognizer trained on the corpus.

The audio recordings for both corpora were coded as a sequence of MFC coefficients vectors taken every 10ms. Each phonetic segment was represented as the sequence of MFC coefficients vectors that occurred between the beginning and the end of that segment as specified by the phone-level time-alignments. DTW on a frame-level cosine distance was used as the distance function. We ignored word-boundaries and syllable structure in the formation of ABX triplets and the context of phones at the beginning and end of a sentence was marked using a special
silence symbol sil. For example, the sentence Some tea is considered as containing the following phone/context pairs: /s, sil_/, /s, s_m/, /m, s_t/, /t, m_i/ and /i, t_sil/.

<table>
<thead>
<tr>
<th>Segment</th>
<th>Coarticulation score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>5.6</td>
</tr>
<tr>
<td>ä</td>
<td>6.5</td>
</tr>
<tr>
<td>o</td>
<td>7.0</td>
</tr>
<tr>
<td>å</td>
<td>7.3</td>
</tr>
<tr>
<td>e</td>
<td>8.1</td>
</tr>
<tr>
<td>o</td>
<td>8.1</td>
</tr>
<tr>
<td>e</td>
<td>8.6</td>
</tr>
<tr>
<td>i</td>
<td>9.4</td>
</tr>
<tr>
<td>u:</td>
<td>10.3</td>
</tr>
<tr>
<td>u</td>
<td>11.5</td>
</tr>
</tbody>
</table>

Table 2.1: Coarticulation scores for Japanese vowels, sorted in increasing order.

<table>
<thead>
<tr>
<th>Segment</th>
<th>Coarticulation score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>5.3</td>
</tr>
<tr>
<td>e</td>
<td>7.0</td>
</tr>
<tr>
<td>a</td>
<td>7.4</td>
</tr>
<tr>
<td>e</td>
<td>7.5</td>
</tr>
<tr>
<td>au</td>
<td>7.8</td>
</tr>
<tr>
<td>x</td>
<td>8.0</td>
</tr>
<tr>
<td>ou</td>
<td>9.1</td>
</tr>
<tr>
<td>ai</td>
<td>9.3</td>
</tr>
<tr>
<td>ei</td>
<td>9.4</td>
</tr>
<tr>
<td>æ</td>
<td>9.5</td>
</tr>
<tr>
<td>i</td>
<td>9.6</td>
</tr>
<tr>
<td>e</td>
<td>9.9</td>
</tr>
<tr>
<td>ø</td>
<td>10.0</td>
</tr>
<tr>
<td>u:</td>
<td>10.3</td>
</tr>
<tr>
<td>o</td>
<td>13.5</td>
</tr>
</tbody>
</table>

Table 2.2: Coarticulation scores for American English vowels, sorted in increasing order.

The coarticulation scores obtained for each phonetic segment of each language are reported in Tables 2.1, 2.2, 2.3 and 2.4. Looking first at the pattern of results for vowels, we see that in Japanese the long version of each vowel has a lower coarticulation score than the short version. A similar pattern is also observed for matching pairs of tense and lax vowels in American English: /u:/ has a lower score than /u/, /ei/ has a lower score than /e/ and /i:/ has a lower score than i. The distribution of scores for short and long vowels in Japanese and tense and lax vowels in American English are shown in the Vowels panel of Figure 2.3, where it appears clearly that the discriminability of short/lax vowels suffers more from coarticulation than the discriminability of long/tense vowels. This could be explained, for example, if the periods of transition with the previous and the following segments, where coarticulation effects are expected to be strongest, do not become longer with longer segments, so that a larger part of the longer segment remains immune to coarticulation. Another interesting result is that for both languages the two vowels
Table 2.3: Coarticulation scores for Japanese consonants, sorted in increasing order.

<table>
<thead>
<tr>
<th>Segment</th>
<th>Coarticulation score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ϕ</td>
<td>4.2</td>
</tr>
<tr>
<td>c:</td>
<td>4.4</td>
</tr>
<tr>
<td>s</td>
<td>4.5</td>
</tr>
<tr>
<td>c</td>
<td>5.9</td>
</tr>
<tr>
<td>z</td>
<td>6.0</td>
</tr>
<tr>
<td>z</td>
<td>6.4</td>
</tr>
<tr>
<td>s:</td>
<td>6.6</td>
</tr>
<tr>
<td>j</td>
<td>7.8</td>
</tr>
<tr>
<td>t:</td>
<td>7.9</td>
</tr>
<tr>
<td>t</td>
<td>7.9</td>
</tr>
<tr>
<td>b</td>
<td>8.1</td>
</tr>
<tr>
<td>d</td>
<td>8.4</td>
</tr>
<tr>
<td>p</td>
<td>8.8</td>
</tr>
<tr>
<td>m</td>
<td>8.9</td>
</tr>
<tr>
<td>r</td>
<td>8.9</td>
</tr>
<tr>
<td>n</td>
<td>9.2</td>
</tr>
<tr>
<td>p:</td>
<td>9.2</td>
</tr>
<tr>
<td>w</td>
<td>9.8</td>
</tr>
<tr>
<td>g</td>
<td>9.9</td>
</tr>
<tr>
<td>n</td>
<td>10.0</td>
</tr>
<tr>
<td>k</td>
<td>11.7</td>
</tr>
<tr>
<td>h</td>
<td>12.6</td>
</tr>
<tr>
<td>?</td>
<td>13.7</td>
</tr>
<tr>
<td>k:</td>
<td>14.3</td>
</tr>
</tbody>
</table>

Table 2.4: Coarticulation scores for American English consonants, sorted in increasing order.

<table>
<thead>
<tr>
<th>Segment</th>
<th>Coarticulation score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>j</td>
<td>1.6</td>
</tr>
<tr>
<td>s</td>
<td>1.6</td>
</tr>
<tr>
<td>z</td>
<td>2.4</td>
</tr>
<tr>
<td>ş</td>
<td>2.7</td>
</tr>
<tr>
<td>tj</td>
<td>3.1</td>
</tr>
<tr>
<td>f</td>
<td>4.5</td>
</tr>
<tr>
<td>dʒ</td>
<td>4.8</td>
</tr>
<tr>
<td>j</td>
<td>4.9</td>
</tr>
<tr>
<td>w</td>
<td>6.4</td>
</tr>
<tr>
<td>r</td>
<td>6.4</td>
</tr>
<tr>
<td>b</td>
<td>6.9</td>
</tr>
<tr>
<td>l</td>
<td>7.1</td>
</tr>
<tr>
<td>η</td>
<td>7.1</td>
</tr>
<tr>
<td>v</td>
<td>7.5</td>
</tr>
<tr>
<td>d</td>
<td>7.7</td>
</tr>
<tr>
<td>m</td>
<td>7.7</td>
</tr>
<tr>
<td>g</td>
<td>7.8</td>
</tr>
<tr>
<td>p</td>
<td>8.2</td>
</tr>
<tr>
<td>n</td>
<td>8.3</td>
</tr>
<tr>
<td>θ</td>
<td>8.4</td>
</tr>
<tr>
<td>ð</td>
<td>8.9</td>
</tr>
<tr>
<td>h</td>
<td>9.8</td>
</tr>
<tr>
<td>t</td>
<td>9.9</td>
</tr>
<tr>
<td>k</td>
<td>10.7</td>
</tr>
</tbody>
</table>

that appear to suffer the most from coarticulation are the long/tense and short/lax close back vowels (/u:/ and /u/ for English, and /ɯː/ and /w/ for Japanese) and the vowel that appears to suffer the least is the close front vowel /i:/.

For consonants, the most salient pattern we observe in the result is that most fricatives have very low coarticulation scores, while most stops have rather high scores. We grouped the coarticulation scores according to the manner of articulation of the different segments and represented the distribution of scores for the different groups in the Consonants panel of Figure 2.3. This analysis shows that on average fricatives have lower coarticulation scores than other
Figure 2.3: Boxplot of the distributions of the coarticulation scores obtained for different class of vowels and consonants in American English and in Japanese. For consonants, laterals were pooled with approximants and and affricates with fricatives.

groups of segments. Approximants appear to have slightly lower scores on average than nasals and stops although the difference is less marked, especially in Japanese. Nasals and stops have roughly the same average coarticulation scores. Also, all nasals and all approximant appear to have similar coarticulation scores, while there is much more variability in the scores of the different fricatives and stops. Looking more closely at fricatives, it appears that the distribution of coarticulation scores is bimodal. In both languages all the fricatives have coarticulation scores that are lower than the lowest score for a non-fricative segment, except for /h/ in Japanese and /h/, /θ/ and /ð/ in English, which have coarticulation scores among the 5 highest for consonants in their respective languages. For English stops, voiced stops have globally lower coarticulation scores than voiceless stops and, for a fixed value of voicing, stops with a more anterior place of articulation have lower coarticulation scores. For Japanese stops, the pattern is different. In particular, the /t/ (and geminate /tː/) segment has the lowest coarticulation score of all stops, whereas it had the second highest score in English. For the rest of the stops, voicing and anteriority of the place of articulation are still associated with lower coarticulation scores, but it is not the case anymore that the highest score for voiced stops is lower than the lowest score for voiceless stops. In both languages, the consonant with the highest score is voiceless velar stop (a geminate one for Japanese).

The very low coarticulation scores for fricatives that we observe might seem surprising given that coarticulation effects have been reported for fricatives. For example, the so-called sushi effect [125], suggests that the frontier between the /s/ and /ʃ/ categories in American English
is shifted in the direction of /ʃ/ when the following segment is a /u:/ and in the direction of /s/ when the following segment is a /i:/.

We now ask whether this effect is compatible with our measurements. The *sushi* effect predicts that /s/ and /ʃ/ segments should be closer on average when the /s/ segment is followed by an /u:/ and the /ʃ/ segment is followed by an /i:/ than when the /s/ segment is followed by an /i:/ and the /ʃ/ is followed by an /u:/.

We can formulate this in terms of (non-symetrized) ABX discriminability measures, using the notations from Chapter 1 as:

\[ D_{abx}(P(s, i), P(ʃ, i), P(s, u)) < D_{abx}(P(s, u), P(ʃ, u), P(s, i)), \]

and symmetrically:

\[ D_{abx}(P(ʃ, u), P(s, u), P(ʃ, i)) < D_{abx}(P(ʃ, i), P(s, i), P(ʃ, u)), \]

where \( P(s_1, s_2) \) stands for the probability distribution of the representation (i.e. here a sequence of MFC coefficient vectors) of segment \( s_1 \) when it is followed by segment \( s_2 \).

To obtain enough exemplars to reliably estimate these ABX scores, we used a larger subset of the Wall Street Journal corpus, containing 169 speakers. This yielded a total of 7998 /s/ and /ʃ/ phonetic segments occurring before /i:/ or /u:/.

The estimated ABX scores are compatible with the predictions (still using the notations from Chapter 1):

\[ \hat{θ}(P(s, i), P(ʃ, i), P(s, u)) = 96.8 < \hat{θ}(P(s, u), P(ʃ, u), P(s, i)) = 98.1, \]

and:

\[ \hat{θ}(P(ʃ, u), P(s, u), P(ʃ, i)) = 96.5 < \hat{θ}(P(ʃ, i), P(s, i), P(ʃ, u)) = 100.0. \]

So, the weak impact of coarticulation on the discriminability of fricatives when compared to other kinds of segments, does not appear incompatible with the existence of coarticulation effects on fricatives. Since we are measuring the impact of coarticulation on discriminability, the absolute size of the coarticulation effects is not as important as their relative size with respect to the separation between phonetic categories. Indeed, if two categories are very well separated, they can remain highly discriminable even in the presence of large coarticulation effects, while
categories that are already hard to discriminate can suffer even from small coarticulation effects. This suggests that our coarticulation scores should be correlated with ABX discriminability measures on the WT task. This is indeed the case for both English \((r = 0.73)\) and Japanese \((r = 0.55)\). An interesting follow-up would be to try to regress this correlation in order to decompose our coarticulation scores for each phonetic contrast into two components: a component depending only on the absolute discriminability between the categories and a residual component specific to the contrast under study. We just scratched the surface of the possibility offered by ABX discriminability measures and there are many ways in which the study we presented could be extended. First, we provided a rather descriptive analysis of the results and did not attempt, given time constraints and our limited expertise on the topic, to systematically relate our results to the existing literature on coarticulation effects. Hopefully, this is still sufficient to demonstrate the interest of the method. It would also be interesting to study potential undesirable effects related to the use of phonetic transcriptions based on phonetic dictionaries and/or the use of forced alignments obtained from automatic speech recognizers. This could be readily done using corpora like the Corpus of Spontaneous Japanese, for which manual transcription and alignments are available. Other possible extensions include looking at other specific coarticulation effects beyond the *sushi* effect, studying separately regressive and progressive coarticulation effects (corresponding to the FT and PT tasks respectively), looking at gender effects, taking into account word-boundaries or syllable structure or lexical stress, studying other languages...

### 2.4.3 Conclusion on phonetic measurements

In the two previous sections, we showed how, given a perception model (i.e. a representation and a similarity function), ABX discriminability measures can be used to obtain phonetic measurements on large corpora of recorded speech, that are much more systematic than traditional hand-made-measurements-based alternatives in at least two respects. First, the automaticity of the procedure allows to exploit larger corpora, cover more contrasts, study more sources of variability... Second, representations that cover the acoustic space more systematically than traditional phonetic measurements can be used. We obtained interesting and interpretable results with this method in situations involving the comparison of several corpora in the same task and in situations involving the comparison of the results of several tasks applied to the same corpus. We were able to describe global tendencies and to retrieve particular effects.
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In this chapter, we introduce a framework for designing and evaluating computational models of phonetic category perception at birth. We then consider classical methods for speech features extraction in Automatic Speech Recognition (ASR) as potential models of phonetic category perception at birth within this framework. The main motivation behind this work is to obtain models of phonetic category perception at birth that can be used as a natural starting point for
modeling the subsequent process of language-specific phonetic category acquisition [1].

The method we propose is rather indirect because of the inherent difficulties associated with the study of the behavior or cerebral activity of neonates, which severely limit the amount of direct empirical evidence available to suggest or evaluate potential computational models. We follow a two-step approach. In the first step, we exploit knowledge about the human auditory system and the specific nature of the speech signal to suggest candidate models. In the second step, a variety of ABX-discriminability measures is computed to evaluate how effective the candidate models are in representing phonetic categories from the point of view of a system learning without explicit supervision.

The rationale for our two-step approach is detailed in Section 3.1. We then proceed to a practical application. In Section 3.2 (step 1), we introduce and motivate a family of candidate models suggested by ASR practice, which includes classical MFC [18] and a version of PLP [112, 126] coefficients as special cases. In Section 3.3 (step 2), we evaluate and compare how well the different models in this family can discriminate phonetic categories. We discuss the results and conclude in Section 3.4.

### 3.1 A two-step approach

We follow a two-step approach, where the first step serves to suggest potential computational models of phonetic category perception at birth, which are then evaluated in the second step. Direct evidence regarding the perception of phonetic categories at birth is scarce. We know that neonates can perceive differences between most of the speech sounds that are contrastive in the languages of the world [2, 127–139]. We also know that newborns show evidence of categorical perception in the case of certain consonant contrasts with category boundaries matching those commonly observed in the languages of the world [127–129]. Unfortunately, these results do not appear sufficient in themselves to suggest specific computational models for phonetic category perception at birth (step 1). Let us discuss why in the case of the results about the discriminability of contrastive speech sounds first. These results are essentially binary: evidence that a particular contrast can be discriminated by newborns is either found or not. Because measurements on neonates are both difficult to acquire and very noisy, more detailed results, such as graded measures of the relative difficulty in discriminating different contrasts are usually not
available. Since, in addition, stimuli with little or no variability are used in the experiments, we expect any model representing physically different sounds differently to be able to predict the positive results observed. Therefore, while the results about the discriminability of contrastive speech sounds can rule out models that would not represent the speech signal in sufficient details, they cannot be used to reject models that would represent the signal in too many details. For example, a computational model representing speech directly as an acoustic pressure waveform is likely to be sufficient to account for these results. This makes them essentially useless for both steps in our approach. The results about categorical perception of certain consonant contrasts appear more constraining and it would be interesting to use them to evaluate candidate models (step 2), but we do not see any obvious way to employ them to suggest specific models (step 1).

Thus, at least for the first step, we need to turn to less direct sources of inspiration. We consider two independent heuristics. According to the first heuristic, speech processing at birth, at least in the auditory modality, is mediated by generic auditory processes. The motivation for this heuristic comes from a series of results showing that the speech perception effects observed in neonates are also found in evolutionary close animals [140–143]. This includes the discriminability and categorical perception effects for phonetic categories that we mentioned above [144–148]. According to the second heuristic, speech processing at birth is already well-suited to decipher the linguistic content of the speech signal (although not in a language-specific way obviously). The rationale for this second heuristic is simply that the ability to decode the linguistic content of the speech signal is likely to be a significant evolutionary advantage, thus having been optimized through evolutionary processes.

These two heuristics might seem to contradict each other at first glance, because the former considers that speech processing in neonates is mediated by generic auditory processes, while the latter considers that it is adapted to the specific nature of the speech signal. Nevertheless, as we explain in the following, to the best of our knowledge both heuristics are compatible with the existing empirical evidence. This means that, whether they are contradictory or not, there appears to be no reason to prefer one over the other and both are worth exploring. Furthermore, as we will see, there is actually evidence that both heuristics are to some extent compatible and complementary. We motivated the second heuristic solely on logical grounds, without providing specific empirical evidence, but we did provide empirical evidence in favor of the first. There-
fore, we need to check that the empirical evidence we provided to back the first heuristic, about
the similar perceptual abilities of newborns and animals, is compatible with the second heuristic,
which states that newborn’s perception is optimized for speech processing. The apparent
paradox is that, by combining the second heuristic with the empirical evidence supporting the
first heuristic, we can conclude that evolutionary close animals are well-endowed to decode the
linguistic content of the speech signal, even though it is hard to imagine how efficient processing
of human speech could be an evolutionary advantage to these animals. However, this could
simply happen as a result of an evolution of the speech signal to adapt to the human auditory
system, and thus, indirectly, to the very similar auditory systems of evolutionary close animals.
There are at least two lines of empirical evidence supporting this hypothesis. First, in terms
of evolutionary adaptations to speech in humans, there is clear evidence of changes at the level
of the speech production apparatus [149, 150] but not at the level of the speech perception
apparatus. Indeed, the general organization of the ear and the subcortical auditory pathways is
similar across all mammals (see for example [151], Chapter 28) and there is to our knowledge
no evidence for subcortical specialization for speech processing even in human adults (see for
example [152], Chapter 4). This suggests that evolution of the human vocal tract and more
generally of the whole speech production apparatus resulted in the ability to produce a signal,
speech, that is shaped to match pre-existing auditory processing abilities. Second, in a famous
computational study, Lewicki [153] obtained very similar results when optimizing a filterbank
for sparse decomposition of either natural sounds or speech sounds. In both cases, the properties
of the resulting filterbank accurately matched known properties of auditory processing at the
level of the inner ear. This suggests that the human ear, as well as the one of evolutionary close
animals, is optimized for processing natural sounds and that speech sounds evolved to match
the properties of natural sounds. These two lines of evidence suggest, at the very least, that it is
not absurd to consider that the speech signal evolved to match pre-existing perceptual abilities.
From this, we can conclude two things. First, that none of the two heuristics we considered as
inspiration for models of phonetic categories perception at birth can be rejected on the basis of
the available empirical evidence. This leads us to pursue both heuristics in parallel. Second,
that it is plausible that both heuristics, although they are completely independent, will provide
compatible results. If this proves to be the case, even partially, it would mean that both heuris-
tics can be combined to obtain more reliable models (certain aspects of the models might be independently corroborated by the two heuristics) with a wider scope (certain aspects of the models might be specified by only one of the two heuristics). In our study of an ASR pipeline in Section 3.2, we indeed observe that both heuristics provide compatible and complementary results.

Now that we have introduced these two heuristics and how they relate to each other, let us explain how they can be exploited in our quest for potential models of phonetic category perception at birth. The main reason the first heuristic is particularly useful is that the auditory system is known to be mature at the time of birth in many respects [154]. This means that a large part of the vast literature on auditory physiology and psychology in adults is relevant to our problem. The main reason the second heuristic is particularly useful is that it suggests that the vast amount of knowledge accumulated in fields studying the nature of the speech signal, its production and its decoding is also potentially relevant. This includes in particular results from phonetic science, signal processing and speech engineering.

In summary, the first step of our method consists in proposing potential computational models of phonetic category perception at birth based on converging results from auditory physiology and psychology, phonetics, signal processing and speech engineering. Let us now describe and motivate the second step of our method. The first step typically yields a variety of potential models, each with many loose parameters. How do we decide between them? The most obvious approach would be to try and confront the different models to the available empirical data on phonetic category perception at birth. However, as we mentioned above, the results showing that newborns are able to discriminate between contrastive speech sounds are not very constraining for models. Results about the categorical perception of certain consonant contrasts provide stronger constraints on models and it would definitely be interesting to perform an evaluation based on these results. However, we wanted to start with a more comprehensive, albeit less direct, evaluation. Indeed, the categorical perception results only concern a limited set of phonetic contrasts and are typically obtained with synthesized stimuli, so that they would only allow evaluating models with respect to how they represent a very limited portion of the typical range of speech signal to which an infant is exposed. In contrast, the evaluation method we propose provides global measures of how well the different phonetic categories of a language can
be discriminated from each other based on the representation of speech signal by the model to be evaluated. We use specifically ABX-discriminability measures, which provide graded assessments of the discriminability of phonetic categories based on annotated speech recordings in the target language (cf. Section 2.1). There are many benefits in using ABX-discriminability measures, that we discussed at length in Chapter 1 and Chapter 2, but in particular, we can interpret them as providing predictions from the evaluated models regarding the expected performance of newborns in discriminating between phonetic categories (cf. Section 2.3.2). Unlike actual empirical measurements in newborns, these predictions are easily obtained for a large number of phonetic contrasts, with natural stimuli containing many sources of variability and take the form of graded measures of discriminability instead of binary assessments (*discriminable* vs *not discriminable*).

An obvious question is, what is the point of looking at such predictions in the absence of matching empirical evidence? The main idea is that it provides a convenient way to assess similarity and differences in how phonetic categories are represented by the different models at a functional level, beyond apparent differences in implementation. This can be used, in particular, as a basis for making modeling decisions in the absence of decisive empirical evidence or for designing new behavioral or cerebral imaging experiments. For example, if our goal is to use models of phonetic category perception at birth as a starting point for modeling phonetic category acquisition, there are many potentially interesting combinations of initial models and learning algorithms, too many for us to be able to test all of them. To restrict the number of initial models to be considered, we can apply simple *efficiency* and/or *simplicity* heuristics to our evaluation of these initial models. The idea of an *efficiency* heuristic would be to reject models that do not separate phonetic categories well enough. The idea of a *simplicity* heuristic would be to prefer simpler or more elegant models among models which separate phonetic categories equally well. Regarding the design of new behavioral or cerebral imaging experiments, our evaluation method might be used to devise experiments that can effectively decide between several alternative models. For example, one could look for the specific phonetic contrasts for which the predictions of the candidate models differ the most and focus the experimentation on these particular contrasts.
3.2 First step: motivating some candidate models from ASR

In the previous section, we introduced a methodology for designing and evaluating potential models of phonetic category perception at birth. The first step in this methodology consists in finding potential models by drawing inspiration from both models of human audition and models directly optimized for speech processing. In this section, we consider specifically a family of models suggested by ASR practice, which includes classical MFC and a version of PLP coefficients as special cases. Following our methodology, we investigate how they can be related to models of human audition and to optimized speech processing. Regarding the latter, the very fact that these models are used in ASR systems seems to implicitly suggest that they are optimized for speech processing. However, as we will see in Section 3.2.5, there is sometimes room for discussion, so we also try to make explicit in what sense the models can be considered useful for speech processing.

Let us now discuss how we chose the family of models considered. We could have used out of the box feature extraction packages, and directly compared them. A problem with this approach is that there are many possible variations in the detailed numerical implementation of speech features extraction methods and each feature extraction package incorporate design choice, specific parameters, and processing steps all integrated within a single black box. It is difficult to know which of these choices are critical and which are incidental for a given functional outcome, and in addition, it is very difficult to relate these black boxes with known properties human audition. Instead, our approach is to deconstruct these packages into a number of specific blocks with clearly identified functions, and then reassemble them in a large number of pipelines by selectively turning on and off each component and/or varying each parameter. In particular, to maximize the interpretability of our results, we computed all the representations under study using the same codebase, adapted from Dan Ellis’ audio toolbox [155] (and from Sriram Ganapathy’s code for FDLP coefficients [156], available at \texttt{http://www.clsp.jhu.edu/~sriram/research/fdlp/feat_extract.tar.gz}). We made sure that they only differed in the aspects explicitly mentioned in Section 3.2.1 below.

We end up with a whole family of possible processing pipelines (see Figure 3.1), which are introduced in Section 3.2.1. We group the different signal processing operations involved
Figure 3.1: Speech features extraction pipelines considered in this study. See Section 3.2.1 for a description of the different operations. The main pipeline is the one on the left of the figure. Classical MFC coefficients [18] are obtained with the following decisions: mel frequency scale (the number of spectral channels is not really standardized but is often taken between 20 and 50), no equal-loudness filtering, no dynamic range compression, no RASTA filtering and cepstral truncation (usually keeping 13 cepstral coefficients). A version of PLP coefficients, closer to [126] than to the original [112] (see Section 3.2.1 for details) is obtained with the following decisions: mel frequency scale (here too the number of spectral channels is not really standardized but is often taken between 20 and 50), no equal-loudness filtering, dynamic range compression, no RASTA filtering, Time-Domain Linear Predictive Coding (TDLPC) (usually with a 5-th order model, yielding 6 cepstral coefficients). The pipeline on the right of the figure is used exclusively to extract FDLP coefficients [156, 157], which we did not test as systematically as other features. This pipeline uses a different kind of mel-scale spectrogram than the others, which is obtained by applying Frequency-Domain Linear Predictive Coding (FDLPC) to sub-band spectrums obtained by binning a Discrete Cosine Transform (DCT) of the whole speech waveform according to a mel scale of frequencies. The most important difference between the two pipelines is that for MFC, respectively PLP, coefficients, cepstral truncation, respectively TDLPC, models spectro-temporal modulations along the frequency axis for each time slice, while for FDLP coefficients, FDLPC models spectro-temporal modulations along the time-axis for each frequency channel. The other differences between the two pipelines appear less fundamental, as we explain in Section 3.2.5.
in these pipelines thematically to discuss how they relate to models of human audition and efficient speech processing. In Section 3.2.2, we discuss the pre-emphasis and equal-loudness weighting operations, which can be related to auditory processing at the level of the outer and middle ear. In Section 3.2.3, we discuss the STPS, frequency rescaling and dynamic-range compression operations, which can be related to auditory processing at the level of the inner ear. In Section 3.2.4, we discuss the RASTA filtering operation, which can be seen as a form of short-term adaptation process. Finally, in Section 3.2.5, we discuss the cepstral truncation and time-domain LPC operations, as well as FDLP coefficients, which can all be interpreted as different ways of statistically modeling spectro-temporal modulations in the speech signal. A rough summary of our discussion can be found in Table 3.1.

3.2.1 A classical family of speech features extraction methods

In this section, we introduce briefly the family of models considered. We study representations obtained at various stages in a speech processing pipeline (represented in Figure 3.1) leading among others to standard MFC [18] and a version of PLP [112, 126] coefficients. The first step in this pipeline, called pre-emphasis consists in applying a high-pass filter to the input signal. This was applied to all our pipelines. A Short-Term Power Spectrum (STPS) representation of the speech waveform is then obtained by applying a Fast Fourier Transform (FFT) to frames of 25ms duration taken every 10ms and taking the squared magnitude of the resulting complex Fourier coefficients. This was also applied to all of our pipelines. Next, one of 16 possible representations is derived by making a succession of 4 binary choices: use a linear or a Mel frequency scale; weight frequency channels according to human’s equal-loudness contour or not; cubic root compress the dynamic range of frequency channels or not; apply log-domain RASTA filtering [158] to each frequency channel or not. For each representation, we test different resolutions for the frequency scale, using 2, 5, 8, 13, 22, 36, 60 or 100 frequency channels. To complete our study we apply Time-Domain Linear Predictive Coding (TDLP) to some of the 16 representations and re-estimate a cepstrum from the filter coefficients. In particular, we obtain a version of PLP coefficients, similar to the one recommended by [126], through the following path in the pipeline: Mel scale/no equal-loudness/compression/no RASTA/TDLPC/cepstrum estimation. The main differences with classical PLP coefficients [112] are that pre-emphasis is used instead of equal-
<table>
<thead>
<tr>
<th>ASR Operation</th>
<th>Human Audition</th>
<th>Function in Speech Processing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-emphasis/Equal-loudness</td>
<td>Outer and middle ear Loudness perception across frequency channels</td>
<td>Compensates for the spectral tilt in the glottal source</td>
</tr>
<tr>
<td>STPS filterbank</td>
<td>Inner ear Auditory filters (frequency selectivity)</td>
<td>Reveals harmonic structure in the signal (formants)</td>
</tr>
<tr>
<td>Frequency rescaling</td>
<td>Inner ear Perceptual distance for pitch (Mel) and Auditory filters bandwidth (Bark)</td>
<td>Stabilizes representation against small elastic deformations</td>
</tr>
<tr>
<td>Cubic-root compression of the dynamic range</td>
<td>Inner ear Loudness perception within frequency channels</td>
<td>Enhances salient spectro-temporal features</td>
</tr>
<tr>
<td>STPS envelope</td>
<td>Neural MTFs? Special status of envelope in chimaeric sounds? Intelligibility of speech-shaped AM noise?</td>
<td>?</td>
</tr>
</tbody>
</table>

Table 3.1: A rough summary of the associations we found between the signal processing operations in our ASR pipeline, aspects of human auditory physiology and psychology and the possible functions of these operations in speech signal processing. Entries with only an interrogation point indicate that we did not find any specific association. Other entries with an interrogation point indicate potential associations whose details remain very fuzzy. For the rest of the entries the association is clear, although this does not mean that it is perfect (for example, although certain operations can be clearly interpreted as modeling processing in the inner ear, this does not mean that they represent the best way to model processing in the inner ear). Note that we distinguished two parts in the STPS extraction step (see section 3.2.3 for more details): application of a filterbank (STPS filterbank) and envelope extraction (STPS envelope).

loudness filtering and that the frequency rescaling is performed using Mel-scaled triangular filters instead of Bark-scaled filters with a shape more closely inspired from physiological measurements.

We also apply a cepstral truncation to some of the 16 representations, i.e. we apply a cepstral transform (log plus Discrete Cosine Transform (DCT)) and retain only the first $n$ coefficients, where $n$ is the desired number of cepstral coefficients. We obtain standard MFC coefficients.
through the following path in the pipeline: Mel scale/no equal-loudness/no compression/no RASTA/cepstral transform/cepstral truncation. We study PLP and MFC coefficients based on 2, 5, 8, 13, 22, 60 and 100 cepstral coefficients (for PLP the number of cepstral coefficients can be shown to be the order of the autoregressive model plus one).

The results reported in this chapter were originally published in two separate studies [35, 96]. In the second study we performed some experiments with speech in noise and for these experiments all the cepstral representations are cast back in the spectral domain and an additional speech representation, FDLP coefficients [156, 157], is tested. Unlike the other representations, FDLP coefficients are not based on a time-frequency representation obtained through a Short-Term Fourier Transform but rather on a time-frequency representation obtained by taking the Inverse Discrete Cosine Transform (IDCT) of each bin in a Mel-binned Discrete Cosine Transform (DCT) of the whole sound. Frequency-Domain Linear Predictive Coding (FDLPC) is applied to this time-frequency representation to obtain the FDLP coefficients. It is not clear how fundamental the differences between the two types of time-frequency representations really are, but we defer further discussion of this issue to Section 3.2.5.

3.2.2 Motivating pre-emphasis and equal-loudness weighting

In this section, we consider how the pre-emphasis and the equal-loudness weighting steps relate to aspects of human audition and what sense they make as speech signal processing operations. We begin by considering the pre-emphasis step, which gives a higher weight to high frequency components by applying a simple high-pass filter to the signal \(y[n] = x[n] - 0.97x[n-1]\) for a signal \(x\) sampled at 16KHz.

The pre-emphasis step can be related to human audition through empirical observations that humans perceive sound energy in mid-range frequencies (typically between 500Hz and 5000Hz) better than in lower or higher frequencies. This is apparent, for example, in measures of auditory thresholds using pure tones at different frequencies: tones with mid-range frequency can be detected at a physical intensity at which tones with lower or higher frequency cannot be heard (see Figure 3.2, reproduced from [159]). Perhaps more directly relevant to speech signal, whose intensity is usually well above auditory thresholds, pure tones with mid-range frequency are perceived as comparable in perceived loudness to lower or higher frequency pure tones with
a higher physical intensity (See Figure 3.3, reproduced from [160]). From a physiological point of view, these effects are thought to result mostly from the action of the outer and middle ear, which act as a bandpass filter as they convey incoming sounds to the inner ear [163]. Note that all the empirical observations mentioned suggest the use of a bandpass filter whereas in our *pre-emphasis* step a high-pass filter is used, but the speech signal does not contain a lot of energy above 5000 Hz [164], so that these difference might have little effect in practice.

The *pre-emphasis* step also makes sense as a speech signal processing operation. Speech production can be described in terms of sound sources, glottal and/or fricative, being filtered by the vocal tract [165]. The energy in the spectrum of glottal pulses is known to decrease regularly with increasing frequencies, a property called the *spectral tilt* (See Figure 3.4, reproduced from [162]). This results in an imbalance in the long-term speech spectrum for which *pre-emphasis* is compensating.

In our ASR pipeline (Figure 3.1), after the next two steps - *STPS extraction* and *frequency rescaling* - we mention the possibility of applying an *equal-loudness weighting* to the frequency channels. This operation is conceptually very similar to *pre-emphasis*, the only difference being that the filter involved matches more closely the behavioral data from Figure 3.3. As such it would have been interesting to compare pipelines with *pre-emphasis* and without *equal-loudness* weighting.
FIG. 11. Estimated equal-loudness-level contours drawn by the equation $/H208496/H20850$. The dashed line shows the threshold of hearing shown in Fig. 6. The contour at 100 phons is drawn by a dotted line because data from only one institute are available at 100 phons. The contour at 10 phons is also drawn by a dotted line because of the lack of experimental data between 20 phons and the hearing thresholds.

FIG. 12. Comparison of the estimated equal-loudness-level contours in this study with those reported by Fletcher and Munson $/H20849a/H20850$, by Churcher and King $/H20849b/H20850$, by Zwicker and Feldtkeller $/H20849c/H20850$, and by Robinson and Dadson $/H20849d/H20850$. Note that Fletcher and Munson $/H208491933/H20850$ did not measure equal-loudness levels below 62 Hz, and their curves below 62 Hz represent extrapolations based on the available data.

Figure 3.3: Human equal-loudness-level contours for pure tones as a function of sound frequency for different loudness levels. The minimum audible pressure level is also indicated under the name Hearing threshold. Dotted lines indicate estimates based on limited empirical data. Reproduced from [160].

weighting and vice-versa. Unfortunately, we realized this redundancy too late and we included pre-emphasis in all the pipelines that we tested. We therefore have to leave this comparison for future work.

3.2.3 Motivating STPS, frequency rescaling, and dynamic-range compression

The next steps in our pipeline consist in forming a time-frequency representation of the signal by estimating a Short-Term Power Spectrum (STPS), grouping the frequency bands according to either a Mel-scale or a linear scale, and applying a cubic root compression of the dynamic range or not. Let us first try and motivate their interest as speech signal processing operations and then discuss whether and how they can be related to models of human audition. STPS
Figure 3.4: *Estimation of the spectrum of a single pulse from the glottal source based on the LF model of glottal source* [161]. Reproduced from [162].

Extraction can be motivated as a speech signal processing operations by simple Source-Filter models of speech production [165, 166]. According to these models, the speech signal can be seen as resulting from the filtering of one or more source signals (glottal or fricative) by a resonant system (the vocal tract) whose properties are changing slowly relative to the frequency content of the source signals and are determined by the position of the principal articulators. This results in a signal containing a rich spectral content, including formants, fricative noise or pitch harmonics, which is revealed through STPS extraction. Regarding frequency rescaling on a Mel scale, its main effect is to produce frequency channels whose bandwidth increase proportionally to their center frequency. This operation has a clear interest in terms of signal processing: it can be shown to produce a representation whose high-frequency components do not suffer from the well-known instability of high-frequency components in the STPS (see for example [104], Section II.B). Finally, the cubic-root compression of the dynamic range of frequency channels can be interpreted as an operation enhancing salient features in the time-frequency representation, in the sense that it limits the impact on the distance between two sounds, of differences in intensity in time-frequency bins where both sounds have high intensity. This is useful, for example, to reduce the disruptive effects of background noise (see [167], Section III.F for an illustration of
Now, to see what sense the STPS extraction, frequency rescaling and dynamic-range compression steps in our ASR pipeline can have within a model of human audition, we first need to interpret this sequence of three operations differently (the equal-loudness weighting operation, which is potentially applied between frequency rescaling and dynamic-range compression, is ignored in the following discussion, but it would be straightforward to include it). In Appendix B.1, we explain how the original sequence of three operations is approximately equivalent to a different sequence of three operations: convolution with a (real-valued) filterbank, compression of the dynamic range and envelope extraction. In the next paragraph, we show that the first two operations in this sequence approximately match simple phenomenological models of signal processing in the cochlea, which form an important building block of simple models of various auditory perceptual abilities. The last operation (envelope extraction) is less clearly related to known properties of human audition.

Incoming sounds are transmitted through the middle ear to the cochlea, an organ located within the inner ear that is responsible for the transduction of sound into neural activity. Consideration of the mechanical properties of the cochlea can lead to models of various complexity and degree of abstraction. The simplest models are purely linear but fail to capture important aspects of cochlear mechanics. One prominent aspect they fail to capture is the ability of the cochlea to encode the 120 dB dynamic range of sound intensity that human can perceive onto a limited 30-35 dB dynamic range of cochlear partition motion [168]. The simplest phenomenological models capturing this particular nonlinearity take the form of a Linear Translation Invariant (LTI) system (see for example [169]), followed by a static compressive non-linearity that adjusts the dynamic range (see Appendix B.2 for details). LTI systems are equivalent to filterbanks, so that the convolution with a filterbank operation in our (reinterpreted) pipeline can be seen as the LTI part of such a model, while the cubic-root compression of the dynamic range corresponds to the static non-linearity. When the reweighing of the frequency scale is done according to a Mel-scale, the filterbank involved in our ASR pipeline is similar in many respects to filterbanks directly fitted to empirical measurements in the cochlea, such as gammatone filterbanks [170]. In particular, it is constituted of a number of bandpass filters with different center frequencies regularly spread on a lin-log scale of frequencies and such that the bandwidth of the filters increases...
proportionally to their center frequency. In contrast, when the reweighing of the frequency scale is done according to a linear scale, the center frequencies remain on a linear scale and all filters have the same bandwidth. Even when using a Mel-scale, some differences remain between the filterbank in our pipeline and more direct fits to cochlear measurements. In particular, in our ASR pipeline, the bandwidth of the filters depends on the number of filters, while this is not the case for cochlear models. This is because the frequency scale is reweighed using for each filter a triangular function which extends from the center frequency of the previous filter to the center frequency of the next filter. This could be an important difference, because we test models with different number of filters (2, 5, 8, 13, 22, 36, 60 or 100). Regarding the number of filters, motion in the cochlea is detected and transduced into neural activity by Inner Hair Cells (IHC) at approximately 3000 locations regularly spread along the length of the cochlear partition, suggesting a much higher number of filters for cochlear models than what is typically used in ASR. We did not test models with more than 100 channels however, because our results suggest that performance saturates for higher numbers of channels (see Figure 3.6). Regarding the static non-linearity, the cubic-root compression in our ASR pipeline is a good match to the observed compression of the dynamic range between an incoming sound power and the resulting motion of the cochlear partition, at least at typical intensities of speech signals (see [171] pp. 42-44).

We just saw that certain models in our ASR pipeline can be seen as simple phenomenological models of sound transduction in the auditory periphery. However, the auditory periphery is only the beginning of the auditory processing pathways in the brain, and it could be the case that further processing completely changes the nature of auditory representations. If it was the case, modeling the periphery would not be very relevant for our purpose, which is to model behavior, i.e. how the system function as a whole. Fortunately, the elements included in our models (convolution with a filterbank and dynamic-range compression) are known to have a significant impact on the operation of the whole auditory system. Indeed, bandpass auditory filters spread on a lin-log frequency scale and whose bandwidth is proportional to their center frequency are central to descriptions of auditory perception, as revealed by masking experiments (see [172], Chapter 3). The properties of the filters characterized behaviorally closely match those fitted to cochlear responses [173]. Frequency scales have been characterized behaviorally based on the
bandwidth of the filters estimated from masking experiments (Bark scale [174]) and based on the perceptual distance between sounds with different pitches (Mel scale [175]). In both cases, the scales are well described as lin-log scales, just like frequency scales estimated from cochlear measurements [176], although the different approaches lead to some differences in the frequency at which the transition between the linear part and the logarithmic part of the scale occur. In our ASR pipeline, we use the particular Mel-scale that was implemented in Dan Ellis’s audio toolbox. The effect on the whole system of the cubic-root compression of the dynamic-range of frequency channels is revealed by perceptual judgments of the loudness of pure tones. Indeed, these judgments can be described by a power law with exponent .3 of the physical energy of the sounds (see [172], Chapter 4, Section 3), consistent with the idea that loudness is related to the total energy in a sound after dynamic-range compression. More generally, the convolution with a cochlear filterbank and dynamic-range compression operations are fundamental building blocks in many successful models of perceptual auditory abilities, such as, for example, models of loudness perception [177] or of the perception of auditory textures [178].

Thus far, we have found clear interpretations of the convolution with a filterbank and dynamic-range compression operations in our (reinterpreted) ASR pipeline in terms of modeling human audition. To finish this section, we turn to the envelope extraction step. This step has no clear analog in cochlear processing. Envelope extraction could occur at a later processing stage in the auditory pathways, but there does not appear to be definitive evidence for it, at least in the form it takes in our pipeline. Indeed while at the level of the IHC and Auditory Nerve (AN), there is a half-wave rectification and low-pass filtering of the signal, which can be interpreted as a form of envelope extraction, but the cutoff frequency is much higher than that used in STPS (on the order of 2-5 KHz versus 50Hz). Some form of demodulation operation is likely to occur at some point, as evidenced by the progressive decrease in the highest modulation frequencies to which neurons respond as one goes toward higher processing areas in the brain [179], as well as by experiments showing the special role of amplitude modulations in sound perception [180, 181], but there is no consensus on the precise form this demodulation can take. Many possible alternatives have been proposed [104, 182–185]. The particular form of demodulation used in our pipeline is a form of Hilbert envelope extraction which is known not to be appropriate to demodulate sounds with a harmonic carrier, like voiced speech [184]. Also, it is lossy as it only
exploits information from the retrieved modulator and alternatives have been proposed that can take advantage of information in the carrier as well [104]. In conclusion, it is not clear that the envelope extraction step in our ASR pipeline can be precisely related to human audition.

### 3.2.4 Motivating RASTA filtering

The next (optional) operation in our ASR pipeline is RASTA filtering in each frequency channel. As a speech processing operation, the main objective of RASTA filtering is to produce a speech representation more robust to some sources of external noise. Several versions of RASTA filtering have been proposed [158] and the one implemented in our pipeline correspond to band-pass filtering in the log-domain (the logarithm of an input signal is taken, a band-pass linear filter is then applied and the exponential of the result forms the output). The main idea of using the log domain is to remove from each channel slow multiplicative components due to convolutional noise from the source signal. This produces a representation more invariant to deformations introduced when the speech signal is transmitted through channels that do not have a uniform frequency response.

There is no direct evidence that such an operation is implemented in the brain, although there is plenty of evidence for complex short-term adaptation processes occurring at multiple processing stages. Already at the level of Inner Hair Cells and the Auditory Nerve, complex short-term adaptation processes are known to occur at several time-scales [186]. In terms of behavior, the auditory system can be shown to be especially sensitive to change in spectral patterns over time as demonstrated by a variety of context effects [187] and short-term adaptation processes are a likely candidate to explain at least some of these context effects (e.g. [188]).

### 3.2.5 Motivating cepstral truncation, TDLPC and FDLPC

The optional final step in our ASR pipeline consists in either applying a cepstral transform to the representation or first applying Time-Domain Linear Predictive Coding (TDLPC) to the representation and then applying a cepstral transform to the result. We also discuss in this section FDLP representations obtained by applying Frequency-Domain Linear Predictive Coding (FDLPC) to a time-frequency representation obtained in a different way than for the other pipelines. For all the operations considered in this section, we do not know of any clear
evidence that they are implemented in the brain, so we only discuss their interest in terms of speech signal processing. This does not mean that we have any particular reason to think that they could not be implemented in the brain.

The cepstral transform of a signal is obtained by taking the logarithm of this signal, applying a type-2 DCT transform on each spectral slice of the result and retaining only the $N$ first coefficients. We tested values of $N$ equal to 2, 5, 8, 13, 22, 60 and 100. Taking the logarithm of a spectral representation can be understood in terms of source/filter theories of speech recognition [165]: in the log-spectral domain, the convolution of a source signal with a filter is additive, making the two components more easily separable by linear models. The DCT transform is a kind of linear decomposition and based on the local correlation structure of the spectral representations considered (the correlation between two frequency channels is a decreasing function of the distance between their center frequency), it can be shown [189–191] to be asymptotically equivalent to applying a Principal Component Analysis (PCA), while being computationally much cheaper. This means in particular that the different coefficients in the resulting cepstral representation are approximately decorrelated, which is particularly appreciated in ASR because it allows to model them with diagonal-covariance Gaussian Mixture Models (GMM) which are computationally less expensive than full-covariance GMM.

The selection of a restricted number of coefficients in the cepstral domain results in the extraction of a smooth envelope along the frequency axis for each spectral slice of the representation (as can be seen by projecting the truncated representation back in the spectral domain). Applying TDLPC and recasting the resulting representation in the spectral domain can be seen as another way to extract an envelope for each spectral slice. Perhaps the main difference is that unlike envelope extraction based on truncating the DCT, TDLPC envelope extraction is motivated by an explicit model of speech production for voiced segments [166], according to which speech can be seen as a linear autoregressive process. In the case of cepstral truncation, the smoothness of the extracted envelope is controlled by the number of retained coefficients. In the case of TDLPC, it is controlled by the order of the autoregressive process. Finally, FDLPC can be interpreted as extracting an envelope from each frequency channel. So, while cepstral truncation and TDLPC can be seen as statistical models of speech modulations along the frequency axis for each spectral slice, FDLPC statistically models speech modulations along the
time axis for each frequency channel. The interest in modeling temporal and spectral modulations of speech can be understood intuitively in terms of speech production. The vocal tract acts as a filter whose resonances create a prominent spectral modulation structure in the signal, the formants, which are known to contain important linguistic information [165]. Speech is produced as a precisely timed sequence of articulatory gestures creating temporal modulations of speech which also contain important linguistic information [192].

3.3 Second step: testing how the models represent phonetic categories

In this section, we use ABX discriminability measures to compare the extent to which the different models introduced in the previous section are able to separate phonetic categories. The speech signal contains many sources of variability and the ABX discriminability framework we introduced in Chapters 1 and 2 allows us to study their impact separately by using different discrimination tasks. We look in particular at the effects of coarticulation, speaker identity and the presence of additive and convolutional noise. We also compute a complementary measure assessing the discriminability of talkers based on the representation of speech by the different models. We give details about the stimuli and tasks used and the measures performed in Section 3.3.1. The results are presented in Section 3.3.2.

3.3.1 Methods

3.3.1.1 Stimuli

We used stimuli from the AI-LSCP corpus [37] consisting in all possible Consonant-Vowel syllables of American English pronounced both in isolation and within a carrier sentence by 12 male and 8 female speakers with manual annotations of the beginning and end of the syllables. For the experiments without additive and convolutional noise, we used the isolated stimuli only (a total of 6839 stimuli). For the experiments with additive and convolutional noise, we used the sentence-embedded stimuli from 3 male and 3 female speakers for a total of 1709 stimuli. All recordings were sampled at 16KHz. We used three types of additive noise: white noise, babble-noise and car noise. For each sentence, white noise of the length of the sentence was
generated randomly and car and babble noise of the length of the sentence were sampled randomly from the Aurora-4 database. Before being added to the signal, the noises were scaled to obtain various Signal to Noise ratios (S/N), based only on the parts of both the signal and the noise corresponding to the CV. We tested seven different S/N: -20, -10, -5, 0, 5, 10 and 20 dB. We also performed a control with clean speech that we call the 60 dB S/N condition because clean speech typically has an S/N of approximately 60 dB. For convolutional noise, we used bidirectional filtering with two different order one Butterworth filters: a low-pass filter with a cutoff frequency of 100Hz and a high-pass filter with a cutoff frequency of 4000Hz.

3.3.1.2 Tasks

ABX tasks consist in presenting three stimuli A, B and X. We use Minimal-Pair ABX tasks (MP-ABX) where A and B differ only by some minimal phonemic contrast, and X is matched to either A or B. For the experiments without noise, we use three variants of the task, illustrated in Table 3.2. In the Phoneme across Talker task (PaT), A and B differ by one phoneme (either the vowel or the consonant) and are spoken by the same talker. X is spoken by a different talker but has the same phonemes as either A or B. It measures talker invariance in phoneme discrimination. In the Phoneme across Context task (PaC), A and B differ only by one phoneme and are spoken by the same talker. X, also spoken by the same talker, matches A or B in one phoneme and differs from both in the other phoneme, measuring context invariance in phoneme discrimination. In the Talker across Phoneme task (TaP), A and B are spoken by two different speakers and are phonemically identical. X is spoken by the same speaker as either A or B, but differs from them by one segment, enabling the measurement of talker discrimination.

<table>
<thead>
<tr>
<th>Task</th>
<th>A</th>
<th>B</th>
<th>X</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>PaT</td>
<td>/ba/ sp1</td>
<td>/ga/ sp1</td>
<td>/ba/ sp2</td>
<td>A</td>
</tr>
<tr>
<td>PaC</td>
<td>/ba/ sp1</td>
<td>/ga/ sp1</td>
<td>/gu/ sp1</td>
<td>B</td>
</tr>
<tr>
<td>TaP</td>
<td>/ba/ sp1</td>
<td>/ba/ sp2</td>
<td>/ga/ sp1</td>
<td>A</td>
</tr>
</tbody>
</table>

Table 3.2: *Example of a possible choice of the A, B and X stimuli for each MP-ABX task not involving noise. sp stands for speaker, PaT for Phoneme across Talker, PaC for Phoneme across Context and TaP for Talker across Phoneme.*

For the experiments with noisy speech, we use two different tasks illustrated in Table 3.3. The first task is a Phoneme across Talker within Noise task (PaTwN): an across-talker MP-ABX
task, like the PaT task above, but within noise (i.e. the same kind of noise is applied to A, B, and X and, for additive noise, at the same SNR). The second task is used only for experiments with convolutional noise. It is a Phoneme across Talker and Noise task (PaTN): an across-talker MP-ABX task, like the PaT task, but also across noise in the sense that either A and B are noisy and X is noiseless or A and B are noiseless and X is noisy.

<table>
<thead>
<tr>
<th>Task</th>
<th>A</th>
<th>B</th>
<th>X</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>PaTwN</td>
<td>/ba/ sp1 HF</td>
<td>/ga/ sp1 HF</td>
<td>/ba/ sp2 HF</td>
<td>A</td>
</tr>
<tr>
<td>PaTN</td>
<td>/ba/ sp1 HF</td>
<td>/ga/ sp1 HF</td>
<td>/ba/ sp2 LF</td>
<td>A</td>
</tr>
</tbody>
</table>

Table 3.3: Example of a possible choice of the A, B and X stimuli for the two MP-ABX task used for speech in convolutional noise. For speech in additive noise only the first task is used and the noise condition is specified by both the type of noise and the SNR level. sp stands for speaker, PaTwN for Phoneme across Talker within Noise, PaTN for Phoneme across Context and Noise, HF for High-pass Filtered speech and LF for Low-passed Filtered speech.

3.3.1.3 Model of the MP-ABX tasks

To perform the MP-ABX tasks on the basis of the speech representations $a$, $b$ and $x$ of the stimuli A, B and X, we follow the methodology described in Section 2.1, consisting in computing the DTW dissimilarities $d(a, x)$ and $d(b, x)$ between A, X and B, X on the basis of an underlying frame-based dissimilarity function. Then, the sign of $d(a, x) - d(b, x)$, is used to determine the response of the model (respectively B or A for a positive or negative sign) and an error rate is computed. The choice of the underlying frame-based metrics is important and may impact the results. Here, we follow the recommendation of [34] and use the cosine distance in all our tests.

3.3.1.4 Results analysis

The error rate score for a given MP-ABX task is defined as the average error rate over all the relevant triplets of stimuli A, B and X in the database. For the PaT and PaC tasks, we additionally compute average error rates over consonantal or vocalic contrasts. For the tasks without noise (PaT, PaC, TaP), we compute confidence intervals for the average error rates by bootstrap resampling across talkers. We also resample across talkers to perform significance tests when we test error rates differences.
3.3.2 Results

Figure 3.5: First stages in processing pipelines for the computation of standard MFC and PLP coefficients. The MP-ABX error rate for the PaT minimal pair discrimination task is in italics. The best pipelines are shown with plain arrows, and the best scores are underlined. Parts of the pipeline not shown are indicated by dashed arrows and the best error rate achieved in each hidden part is indicated next to the arrow.

We begin by looking at the effect of the number of spectral channels on the MP-ABX error rate (Figure 3.6). In Figure 3.6 (a), we look at a simple Mel-spectrum. In all tasks, we find an optimal number of channels, but it is not the same for the different tasks. The optimal number of channels is highest in the TaP task (36), intermediate in the PaC task (13) and lowest in the PaT task (8). This is a nice result since it has a simple interpretation: fine details of the spectrum contain a lot of speaker-specific information and little linguistic information, so that a coarser spectral resolution yields features more invariant to speaker change. However, the difference between the error rate for the optimal number of channels and the error rates for neighboring numbers of channels is small for all three tasks, so that it is worth asking how robust this result really is. We find that the difference in error rate between the optimal number of channels and neighboring numbers of channels is significant for the PaC and PaT tasks when resampling across talkers. This means that the precise optimal values for these tasks can be found robustly across talkers. We also find that it is not only for a Mel-spectrum representation that the optimal number of spectral channels is higher in the PaC task than in the PaT task. Indeed in Figure 3.6 (b) we see that it is also the case for the 8 representations from Figure 3.5.
that are derived from a Mel-spectrum. In the following, unless it is explicitly stated otherwise, we report error rates using the optimal number of spectral channels for each combination of task and speech representation.

The error rates for the different representations in the PaT task are reported in Figure 3.5. Using a Mel-scale appears clearly beneficial: the worst error rate for a representation using a Mel-scale (19.9%) is better than the best error rate for a representation using a linear scale (21.2%). The best representations are also consistently obtained when using cubic root compression and RASTA filtering, which yield improvements of 2.1% and 1.4% respectively of the error rate for the best representation. The other effect we observe is that equal-loudness filtering has a detrimental effect (3.4% increase in error rate) in the absence of RASTA filtering. This is likely to be due to the redundancy of equal-loudness filtering with the pre-emphasis operation that was applied to all the representations we tested.

The positive impact on phoneme discriminability of using a Mel-scale and applying cubic-root compression of the dynamic-range is confirmed by looking at results on the PaC task (Figure 3.7 (a) and (b)). Results on the TaP task (same figure), indicate that using a Mel-scale or a linear scale of frequency does not seem to affect the ability to discriminate speakers, but that cubic-root compression of the dynamic-range makes it easier. We also see (Figure 3.7 (c)) that equal-loudness weighting does not appear beneficial to phoneme discrimination, once again probably because of its redundancy with pre-emphasis.
The effects of RASTA filtering applied to a cubic-root compressed Mel-spectrum in the three tasks are plotted in Figure 3.8(a). RASTA filtering appears to improve the discriminability of phonemes across talkers at the same time that it impairs discriminability of talkers across phonetic contexts. This can be interpreted as a form of speaker normalization. This interpretation is also supported by the absence of impact of RASTA filtering on the discriminability of phonemes across contexts. We uncover additional details on the coding properties of RASTA filtering by looking at error rates for consonants and vowels separately (Figure 3.8 (b)). RASTA filtering improves consonant coding and impairs vowels coding across both contexts and talkers. Moreover, while RASTA filtering improves consonant coding in both tasks by a comparable amount (3.7% and 3.4%) it impairs vowel coding by a lesser amount in the PaT task (1.8%) than in the PaC task (4.5%). All these results are coherent with the view of RASTA filtering as a form of short-term adaptation, enhancing transients in the signal that are useful for discriminating consonants and removing speaker-specific steady-state information, which is helpful in discriminating vowels within a given talker but less so across talkers.
A potential caveat with our analysis of RASTA filtering, however, is that was done on the basis of isolated CV stimuli. This can be problematic because RASTA filtering, unlike the other signal processing operations we consider, averages activity at different instants in the time-frequency representation, which can be more problematic for stimuli that are not preceded and followed by silence. This is confirmed by a control performed with the sentence-embedded stimuli we use in the noisy phoneme discrimination tasks (in this control representations with a non-optimal number of 21 frequency channels were used): when comparing a Mel-spectrum representation with a RASTA-filtered Mel-spectrum representation in a PaT task using either isolated or sentence-embedded CV stimuli (Table 3.4), we find that the benefits of RASTA filtering are only present with isolated stimuli. RASTA filtering appears even a little detrimental with connected speech.

<table>
<thead>
<tr>
<th>Pipeline</th>
<th>Stimuli</th>
<th>Isolated Speech</th>
<th>Connected Speech</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mel</td>
<td></td>
<td>25.2</td>
<td>25.9</td>
</tr>
<tr>
<td>RASTA Mel</td>
<td></td>
<td>21.9</td>
<td>27.0</td>
</tr>
</tbody>
</table>

Table 3.4: Comparison of the MP-ABX error rates (in %) in the PaT task based on isolated or sentence-embedded CV stimuli for a Mel-spectrum or a RASTA-filtered Mel spectrum.
There is one respect in which we still expect RASTA filtering to be beneficial even with connected speech: noise robustness, especially to convolutional noise. In Table 3.5, we compare a Mel spectrum with cubic-root compression of the dynamic-range with or without RASTA filtering (again using representations with a non-optimal number of 21 frequency channels), in tasks using connected speech under various noise conditions. We see, that although RASTA filtering is clearly detrimental in clean speech, it is beneficial in the presence of strong additive noise and convolutional noise. The positive impact of RASTA filtering is especially strong in the task across convolutional noise (15.1% improvement in error rate).

<table>
<thead>
<tr>
<th>Pipeline</th>
<th>Clean</th>
<th>Add. Noise</th>
<th>Conv. Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compressed Mel</td>
<td>22.1</td>
<td>48.2</td>
<td>32.8</td>
</tr>
<tr>
<td>Compressed RASTA Mel</td>
<td>24.8</td>
<td>47.4</td>
<td>32.9</td>
</tr>
</tbody>
</table>

Table 3.5: MP-ABX error rates (in %) in the PaTwN and PaTN tasks for a cubic-root compressed mel spectrum and a RASTA-filtered cubic-root compressed mel spectrum. All measures are computed based using connected speech. The Clean condition is a control based on clean speech (PaT task). The Add. Noise condition corresponds to results in the PaTwN task in the presence of additive noise. The results reported are averages of the results for the three types of noise (white-noise, car-noise and babble-noise). In the -20 dB sub-condition, results for the lowest S/N ratio tested are reported. In the Averaged sub-condition, results averaged over the seven S/N ratios tested are reported. The Conv. Noise condition corresponds to results in the PaTwN task (Within sub-condition) and PaTN task (Across sub-condition) in the presence of convolutional noise. The results reported as the averages of the results for high-frequency and low-frequency emphasis.
We now investigate the final steps in our ASR pipeline, namely extraction of MFC, PLP or FDLP coefficients. First, we study the effect of the number of cepstral and spectral coefficients for standard MFCC. In contrast to previous representations, the number of spectral channels has a very small effect on the error rate for MFCC in the three tasks. Specifically, given a number of cepstral channels, changing the number of spectral channels did not change the error rate by more than 0.9% in the PaC task, 1.2% in the PaT task and 3% in the TaP task (note that the number of spectral channels need to be chosen larger than the number of cepstral channels for the representation to make sense). By contrast, the number of cepstral channels has a much bigger effect (Figure 3.9 (b)). Best results were obtained with 22 spectral channels in the Phoneme/Talker task, 60 in the Phoneme/Context task and 100 in the Talker/Phoneme task with respectively 13, 8 and 36 cepstral coefficients in striking accord with usual choices for these parameters in ASR. This is coherent with the idea already introduced that a coarser spectral resolution increases talker invariance, the difference being that for MFCC the spectral resolution is controlled by the number of cepstral coefficients rather than by the number of spectral channels. This is also true for PLP coefficients (where the number of cepstral coefficients corresponds to the order of the autoregressive model plus one).

Next, we compare MFC and PLP coefficients error rates on the three tasks (the optimal number of spectral and cepstral coefficients being chosen for each combination of task and representation). In Table 3.6, we compare results obtained using MFC and PLP coefficients cast in either the cepstral or spectral domain. We use a Mel spectrum with cubic-root compression of the dynamic range as a control. None of the representations obtained seems to improve over the compressed Mel spectrum baseline in either of the phoneme discrimination tasks. The results obtained are much worse for the MFC spectrum and similar or slightly worse for the PLP and MFC cepstrum and the PLP spectrum. The bad performance of the MFC spectrum is probably due to the absence of compression of the dynamic-range once the cepstral transform is reversed. Perhaps unexpectedly, the only area where the cepstral representation clearly improves over any spectral representations is talker discrimination. Cepstral-domain MFC coefficients, in particular, appear to support talker discrimination especially well.

Although MFC and PLP coefficients do not appear to improve much over a compressed mel-spectrum for phoneme discrimination in clean isolated speech, maybe things are different.
Table 3.6: *MP-ABX error rates (%) in the PaC, PaT and TaP tasks for PLP and MFC features expressed either in the spectral or the cepstral domain. Results for a compressed mel spectrum are also provided as a baseline.*

<table>
<thead>
<tr>
<th>Pipeline</th>
<th>PaC</th>
<th>PaT</th>
<th>TaP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compressed mel spectrum</td>
<td>13.5</td>
<td>16.5</td>
<td>20.1</td>
</tr>
<tr>
<td>PLP cepstrum</td>
<td>13.6</td>
<td>16.6</td>
<td>17.4</td>
</tr>
<tr>
<td>MFC cepstrum</td>
<td>13.7</td>
<td>16.7</td>
<td>16.4</td>
</tr>
<tr>
<td>PLP spectrum</td>
<td>13.5</td>
<td>16.8</td>
<td>19.8</td>
</tr>
<tr>
<td>MFC spectrum</td>
<td>16.1</td>
<td>18.7</td>
<td>23.1</td>
</tr>
</tbody>
</table>

in connected speech in particular in the presence of noise. In Table 3.7 we compare the results obtained with MFC and PLP coefficients to results obtained with a compressed mel-spectrum and a RASTA-filtered compressed mel-spectrum in the additive noise discrimination task and the two convolutional discrimination task. We also include results obtained with FDLP coefficients. All the representations are cast back in the spectral domain and a cubic-root compression is applied to representations that do not include one by default (i.e. MFC and FDLP coefficients). All the representations are based on 21 spectral channels. The number of cepstral coefficients for MFCC and the order of the autoregressive models for PLP and FDLP coefficients are optimized.

Table 3.7: *MP-ABX error rates (in %): in the PaTwN task for additive noise (grand average across the three noise types and seven S/N ratios); in the PaTwN task (Within subcondition) and the PaTN task (Across subcondition) for convolutional noise (averaged over high frequency and low frequency emphasis); in the PaT task for clean speech. All results are obtained with connected speech stimuli. The best results for each condition are in bold font with an asterisk. All the tested representations are expressed in the spectral domain and cubic-root compressed.*

<table>
<thead>
<tr>
<th>Pipeline</th>
<th>Noise</th>
<th>Clean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Additive</td>
<td>Convolutional</td>
</tr>
<tr>
<td>Mel</td>
<td>36.2</td>
<td>41.7</td>
</tr>
<tr>
<td>Compressed Mel</td>
<td>32.8</td>
<td>32.2</td>
</tr>
<tr>
<td>Compressed RASTA Mel</td>
<td>32.9</td>
<td>25.2</td>
</tr>
<tr>
<td>PLP</td>
<td>31.5</td>
<td>31.3</td>
</tr>
<tr>
<td>MFC</td>
<td>31.0*</td>
<td>28.3</td>
</tr>
<tr>
<td>FDLP</td>
<td>31.0*</td>
<td>23.5*</td>
</tr>
</tbody>
</table>

We consider first the results in clean speech. The PLP and MFC smoothed spectrum appear to improve over the compressed mel-spectrum baseline and the FDLP smoothed spectrum appears worse. The improvement of PLP and (compressed) MFC spectrum over compressed
mel-spectrum, which contrasts with what was observed with isolated speech (Table 3.6) could be explained by a specific advantage of PLP and MFC modeling when coding connected speech. However, it could also be due to the absence of optimization of the number of spectral channels, which, as we saw, does not impact MFC and PLP coefficients as much as the other representations. Further testing is needed to decide this issue.

In additive noise also, MFC and PLP coefficients appear to improve on compressed mel-spectrum with a comparable margin, but the interpretation of the result is again limited by the absence of optimization of the number of spectral channels. Interestingly, the (cubic-root compressed) FDLP-smoothed spectrum appears to perform as well as MFC coefficients and better than PLP coefficients on average in additive noise. This is remarkable because the FDLP-smoothed spectrum is expected to suffer from an unoptimized number of spectral channels as much as a compressed mel-spectrum (because the smoothing occurs along the time-axis in FDLP).

In convolutional noise, MFC and PLP coefficients do not appear to improve markedly over the compressed mel-spectrum and are much worse than a RASTA-filtered compressed mel-spectrum. Surprisingly, FDLP-smoothing appears to perform even better than RASTA-filtering for convolutional noise compensation, getting very close to clean speech performance in both the PaTwN and PaTN tasks.

3.4 Discussion

Let us begin with a summary of what was done in this study. We introduced a two-step approach to the design and evaluation of computational models of phonetic category perception at birth. In the first step, potential models are formulated based on two modeling principles: first, that generic auditory processes underlie speech perception at birth and second that speech perception at birth is efficient in extracting linguistic content from the speech signal (in a non-language-specific way). In the second step, the ability of the different models identified in the first step to separate phonetic categories is evaluated using ABX-discriminability measures. To illustrate our two-step approach, we focused on a family of speech feature extraction methods commonly used in ASR. We showed (first step) that most of the signal processing steps involved could be motivated in terms of efficient extraction of linguistic content from the speech signal and that
many could also be motivated in terms of modeling human audition. We then measured (second step) the impact of different processing steps on the discriminability of phonetic categories. We observed, in particular, that both frequency channels distributed on a lin-log scale, instead of a purely linear scale, and cubic-root compression of the dynamic-range of the frequency channels improve the discriminability of phonetic categories. We also observed that phonetic categories were better separated by representations with a rather coarse spectral resolution. The status of short-term adaptation in the different frequency channels using RASTA filtering is more ambiguous, because although we did find that it benefits the discriminability of phonetic categories in the presence of convolutional noise, it appears to have a detrimental effect in the case of clean connected speech. Regarding two classical signal modeling methods, cepstral truncation, as used in MFC features, and linear predictive coding in the time-domain, as used in PLP features, we found some evidence that they may benefit phonetic categories discriminability in connected speech, but additional controls with different numbers of spectral channels are needed before this can be confirmed. Linear predictive coding along the frequency axis, as used in FDLP features, appears clearly beneficial in the presence of additive or convolutional noise. It also appears somewhat detrimental in the case of clean speech, although additional controls with different numbers of spectral channels are also needed to confirm this result.

Overall, our results lead us to recommend as a model of phonetic category perception in infants, at this point, among the representation we tested, a simple pre-emphasized mel-scale power spectrum with cubic-root compression of the dynamic range. As we showed in Section 3.2.3, it can be interpreted as a simple phenomenological model of sound processing at the level of the ear. We used such a model for example in a study of the separation of phonetic categories in adult-directed speech versus infant-directed speech [115]. To go further, a number of control experiments mentioned above should allow clarifying the impact, or absence thereof, of cepstral truncation and time-domain and frequency-domain linear predictive coding on phonetic category separation. The impact of pre-emphasis and equal-loudness filtering should also be investigated. Beyond this, our discussion in Section 3.2 of the possible interpretations of the signal processing operations in our ASR pipeline in terms of human audition models and efficient speech processing, suggested many other interesting experimental questions. For example, we could test whether there is any functional benefit in using models for equal-loudness filtering that
match behavioral measurements more closely. We could also test filterbanks which match more closely behavioral and physiological measurements in humans, including with filter bandwidth independent of the number of filters. More generally, the potential functional benefits of more detailed phenomenological or physiological models of cochlear processing could be investigated. The question of the sub-band envelopes extraction step is also interesting. We could not find any definitive reason motivating envelope extraction as it is implemented in STPS extraction, be it in terms of modeling human audition or in terms of efficient speech processing. FDLPC, as used in FDLP coefficients, at least in a slightly different version than the one we tested [193], can be seen as an alternative way of extracting sub-bands envelope, but many other alternatives have also been proposed [104, 182–185]. Finally, there are plenty of other features extraction techniques in ASR (e.g. [194, 195]) and models of aspects of human audition (e.g. [196, 197]) from which inspiration might be drawn.

Additional evaluation tasks could also be used to bring more insight or reinforce existing results. For example, all the tasks were performed on the basis of read English stimuli for purely practical reasons, but there is no reason to think that infant perception at birth is particularly tuned to the phonetic categories of English or to read speech. Thus it would be interesting to try and reproduce the results based on stimuli in other languages and other registers, such as spontaneous or infant-directed speech. Also, because our database of stimuli included only one repetition of each CV stimuli by each speaker, we could only perform evaluation tasks with important sources of variability, such as a change in talker or phonetic context. It would be interesting to establish a baseline for phonetic categories discriminability in the absence of such sources of variability. Different measures than the average discriminability computed over all possible pairs of phonetic categories could also be used to gain more insight into the properties of different representations of speech. For example, discriminability scores for consonant and vowels can be computed separately, as we did when studying the effect of RASTA filtering, or, more generally, one could try to derive scores for broad phonetic categories or specific phonetic features.

Our approach has some limits. It allows to explore and organize the space of possible models and focus on those that are able to represent speech sounds adequately, but we are still likely to end up faced with several equally plausible and performant models. An extension of our work
(corresponding to a third step), could be to test these models more finely, for example on the basis of the results on categorical perception by newborns along certain speech continua or by generating empirically testable predictions that would maximally discriminate between the identified alternatives.

In conclusion, in the absence of decisive empirical evidence, we were able to provide motivation and evaluation tools for models of phonetic category perception at birth, respectively by leveraging converging evidence from the speech science and the sciences of human audition, and by developing appropriate ABX discriminability measures. We hope, in particular, that this can prove to be a useful foundation for modeling the process of phonetic category acquisition during the first year of life.
Chapter 4

Modeling phonetic category perception in adults
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4.1 Introduction

In this chapter, we ask to what extent Automatic Speech Recognition (ASR) systems, considered as computational models of speech processing in human adults, can account for the well-documented (see for instance [198] Chapter 1 or [199] Chapter 9) influence of the native language on how phonetic categories from foreign languages are perceived (for example native speakers of Japanese, a language where the /r/ and /l/ sounds from American English are not contrastive,
have a very hard time discriminating between these two sounds [200, 201]). We restrict ourselves to the question of the perception of foreign phonetic categories by strictly monolingual listeners, who have no or very little prior experience with speech in other languages. In particular, we do not discuss the question of native language (L1) influence on phonetic categories perception during second language (L2) learning.

We obtain a computational model of speech processing by speakers of a given language A, by training an ASR system with annotated speech in that language. This model is then presented with audio recordings of sounds from another language B, and the ABX-discriminability between phonetic categories in this other language is measured on the resulting output. This allows us to evaluate the model by comparing the patterns of discriminability it predicted with available empirical evidence regarding the confusions made by native speakers of language A between the phonetic categories of language B. We study the pattern of cross-linguistic phonetic category confusions in four languages: American English, Japanese, Mandarin and Vietnamese.

Let us motivate this study by reviewing how it relates to previous efforts in modeling cross-linguistic phonetic category perception by monolingual speakers. To discuss previous work, we need to introduce a distinction between models of general speech processing abilities and models of particular experimental tasks of interest. The effects of the native language on foreign phonetic categories perception are in most cases characterized empirically by having participants perform specific ABX or AX discrimination tasks. These tasks are used because they allow to nicely isolate and highlight certain specific properties of phonetic category perception. But the performance of participants in these tasks would be of little interest if it did not reflect more general properties of speech processing that are relevant for ecological speech processing tasks. It is thus important when designing computational models whose objective is to account for the behavior of participants in these tasks, to distinguish between parts of the model that correspond to general speech processing abilities that could be used in other contexts -which is what we are ultimately interested in- and parts of the model that correspond to using these abilities to perform the specific experimental task of interest.

The most prominent theoretical model of cross-linguistic phonetic category perception by monolingual speakers is the Perceptual Assimilation Model (PAM) [202–204]. PAM states that foreign speech is perceived in terms of the native language phonetic categories and that the
difficulty of perceiving a particular foreign phonetic contrast is determined by how the foreign phonetic categories involved map onto native categories. For example, if tokens from two different foreign categories are consistently mapped onto two different native categories, they are predicted to be easily discriminated. When tokens from different foreign categories are mapped onto the same native category, they are predicted to be harder to discriminate. Among foreign categories that map onto a same native category, PAM predicts that some are harder to discriminate than others based on category goodness: if tokens of one category are perceived as good, typical exemplars of a native category and tokens from another category are perceived as exemplars from the same native category, but weird, unusual ones, then the two categories are predicted to be easier to discriminate than if their tokens were perceived as equally good or equally bad exemplars of the native category. There are also some additional rules governing the case where one or both foreign categories involved are perceived as a non-linguistic signal (as in the case of clicks for native speakers of non-click languages), that we will not detail here. The main limitation of PAM is that it does not specify how to determine the mapping of foreign phonetic categories onto native phonetic categories. PAM postulates that speech is perceived in terms of the articulatory gestures needed to produce it, but it specifies neither the precise nature of this representation nor how it can be derived from the acoustic speech signal. PAM only provides a way to infer the relative discriminability of different phonetic contrasts based on a representation of speech sounds in terms of category labels and category goodness ratings. As such, PAM is best described as a discrimination task model, that can be applied to different speech processing models, where a speech processing model specifies a particular way of mapping foreign phonetic categories onto native phonetic categories.

Two other theoretical models of cross-linguistic phonetic category perception are often cited: the Speech Learning Model (SLM) [205–207] and the Native Language Magnet model (NLM) [208, 209]. Like PAM, these models do not specify how to determine the mapping of foreign phonetic categories onto native phonetic categories, but rely on certain aspects of this mapping to make predictions. SLM is concerned specifically with the plasticity of the mapping and as such is used mainly to make predictions regarding cross-linguistic phonetic category perception by long-time learners of a foreign language. Since we focus on cross-linguistic perception by naive listeners of a foreign language, we do not discuss SLM further here.
In NLM: *Experience is described as warping perception, producing a distortion that decreases perceptual sensitivity near category modes and increases perceptual sensitivity near the boundaries between categories* [209]. Phonetic segments at the *modes* of phonetic categories are supposed to correspond to phonetic segments that are judged good exemplars of their category by native listeners and phonetic segments near the *boundaries* are supposed to correspond to phonetic segments that are judged bad exemplars of their category by native listeners. NLM does not specify how to determine the category-goodness of a given sound in a given language, but given a set of sounds that are known to be good instances of a phonetic category in language A and bad instances of a phonetic category in language B, NLM predicts that they should be easier to discriminate by native speakers of language A than by native speakers of language B.

NLM is a simple phenomenological model, in that it offers no functional explanation for the phenomenon it describes. Feldman and colleagues [210] showed that this phenomenon emerges naturally in a system trying to infer the location of a stimulus in a perceptual acoustic space from a noisy observation, when this system operates in a statistically optimized way, taking into account the distribution of sounds in that acoustic space. This account holds under the assumption that the center regions and boundaries for the phonetic categories of the language considered align with modes and dips in the distribution of speech sounds observed by native speakers of that language in the acoustic space considered. A potential limit with that approach is that it assumes that speech processing in humans is optimized for estimating the location of a stimulus in a low-level acoustic space. In ecological conditions (by opposition to controlled laboratory experiments), however, differences between speech sounds that are not linguistically or para-linguistically meaningful can—and even should—be ignored. This suggests that it would be more natural to consider that speech processing in humans is optimized for classifying sounds into phonetic categories, i.e. for the *categorical perception* of phonetic categories rather than for estimating precisely their position in acoustic space. Of course, since the empirical observations from which NLM was formulated were obtained by having human participants perform experimental tasks involving within-phonetic category distinctions, it could be that the participants adapted specifically to these non- ecological tasks. Under this interpretation, the phenomenon described by NLM can be taken as evidence that native speakers of a language have internalized knowledge about the distribution of the speech sounds of this language in acoustic space.
However, there is no reason to think that this phenomenon occurs during speech processing in more ecological conditions.

Another functional interpretation of the phenomenon described by NLM is possible, based on the more natural idea that speech processing in humans is optimized for classifying sounds into phonetic categories. Bonnasse-Gahot and Nadal [211] nicely showed that a simple model of a population of neurons, whose objective is to classify a moderately noisy signal into discrete categories, is better off allocating its resources to encode fine distinctions near the category boundaries to the detriment of distinctions in more central regions of each category. Note that, contrary to the previous account, this one does not require the assumption that the center regions and boundaries for the phonetic categories align with modes and dips in the distribution of speech sounds. This means, that under this account the phenomenon described by NLM cannot be considered to be evidence that speakers internalize knowledge about the distribution of speech sounds in their native language. Note also, that the two functional accounts are compatible with each other, and both could be true at the same time and contribute independently to the effects observed empirically.

Although Bonnasse-Gahot and Nadal studied specifically a model of a population of neurons, the idea that resources should be allocated to encode fine distinctions near the category boundaries to the detriment of distinctions in the more central regions underlies virtually all existing approaches to classification in machine learning (e.g. Support Vector Machines [212]). This suggests that the behavior described by NLM will be naturally exhibited by any reasonable computational model of speech processing, and therefore that NLM provides no useful information for the design these models. Although it would be interesting to check this empirically, we did not attempt it in this study and we do not discuss NLM anymore in the following.

Let us now consider studies that examined the predictions of PAM using specific speech processing models. Different types of speech processing models have been investigated. Good results have been reported when the mapping between foreign and native categories was estimated empirically by having human subjects perform perceptual assimilation tasks [213]. This validates the use of PAM as a discrimination task model, but, since it uses humans as a proxy, it does not provide a computational model for the speech processing part. Predictions for the mapping between foreign and native categories based on an analysis of the phonology of the
two languages involved have also been tested, with disappointing results [214]. In particular, an abstract analysis at the level of phonemes appears doomed to fail, because phonetic and acoustic details in the stimuli, for example related to the phonetic and prosodic context, have been observed to influence the discriminability of segments. Predictions for the mapping between foreign and native categories based on the analysis of speech recordings, i.e. obtained from computational models of speech processing per se, have not received a lot of attention. We only found two studies looking at cross-linguistic phonetic category perception by monolingual speakers [214, 215]. Strange and colleagues [214] tried to predict cross-linguistic assimilation patterns of North German vowels into American English vowels by monolingual speakers of American English. Gong and colleagues [215] tried to predict cross-linguistic assimilation patterns of English consonants into Mandarin consonants by monolingual speakers of Mandarin. Strange et al. trained a Linear Discriminant Analysis (LDA) model to classify American English vowels based on manually-checked F1/F2/F3 formant frequencies and vocalic duration extracted from speech recordings. Gong et al. trained monophone HMM models used in ASR (they do not specify the nature of the emission probabilities of the models, presumably diagonal covariance Gaussians or Gaussian mixtures) to classify Mandarin consonants based on MFC coefficients extracted from speech recordings. The model in the study of Strange et al. was evaluated by looking at how North German vowels were classified and comparing with results from perceptual assimilation experiments with the same stimuli by native speakers of American English. Similarly, the model in the study of Gong et al. was evaluated by looking at how American English consonants were classified and comparing with results from perceptual assimilation experiments with the same stimuli by native speakers of Mandarin. The two studies report contrasting results. Gong et al. found a good match between their model’s predictions and experimental results, while Strange et al. found many discrepancies.

There are three main differences between the research presented in this paper and previous approaches. First, we replace the PAM-based modeling of discrimination tasks by ABX discriminability measures. Second, we replace ad hoc speech processing models trained on very specific stimuli with general purpose ASR systems trained on natural continuous speech. Third, we expand the scope of the study to look at the full inventory of phonetic categories for four different languages. Let us motivate each of this points separately.
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Using ABX discriminability measures has two main benefits. First, ABX discriminability measures can be directly related to the ABX discrimination tasks commonly used to study cross-linguistic phonetic category perception (cf. Section 2.3.1). Second, ABX discriminability measures can be seen as a generalization of predictions derived from PAM in the sense that, given a representation of speech segments consisting of a category label together with a category goodness rating, it is easy to provide a dissimilarity function such that PAM-based predictions and ABX discriminability measures computed with this dissimilarity function are compatible. The interest of the generalization is that unlike PAM-based predictions, that require categorical representations with category goodness ratings, ABX discriminability measures can be applied to any kind of representation for which a dissimilarity function can be provided.

Using general-purpose ASR systems has also several important benefits. First, it simply seems more natural to use as a model of speech processing in humans a general purpose system rather than a system only trained on isolated VCV stimuli with limited vocalic variability as in [215] or a system that can only recognize vowels and which uses speech features (F1/F2/F3 formants and duration) and an acoustic model (LDA) that are known not to be very performant for speech recognition purposes as in [214]. Second, the ability of the system to handle natural continuous speech, means that it can capitalize on the many existing corpora of annotated speech recordings. This allows training and testing systems in many languages and in a much more extensive manner. Third, using ASR systems means that the results are also of interest for the ASR community. Indeed, discrepancies found between ASR systems predictions and human behavior can provide insight into the shortcomings of ASR systems and inspiration for improving them.

By training and testing systems in four languages, we are able to evaluate the models in a much more comprehensive way. We are able to investigate both global effects in the perception of phonetic categories (for example phonetic contrasts of a language are globally harder to discriminate for non-native speakers than for native speakers [216]) and local effects (for example related to the perception of American English /r/-/l/ by Japanese listeners [200, 201], to the perception of stop categories based on VOT [217], or to the perception of tones by speakers of tonal and non-tonal languages [218]).

Let us mention a final motivation for this study: it paves the way for the study of models
of phonetic category acquisition. Because they are trained in a supervised way, using explicit annotations of speech recordings, ASR systems cannot be plausible models of how infants learn to perceive phonetic categories in a language-specific way. This does not mean that ASR systems cannot be good models of the language-specific perception of phonetic categories at the end of the learning process, i.e. in the adult, which is what we attempt to establish in this study. But, one might wonder why we did not test directly models of phonetic category acquisition instead. The reason is that, as we have seen in the introduction chapter of this thesis, the existing models of phonetic category acquisition suffer from strong methodological issues either in their design or in the way they were evaluated. In addition, the learning problem faced by these acquisition models is harder and has been much less studied both theoretically and practically than the supervised learning problem for ASR. As a consequence, the study of ASR systems appears as a safer first step to demonstrate the interest of the evaluation methods based on ABX discriminability that we developed. It also provides a useful baseline against which to compare future results obtained with models of phonetic category acquisition.

4.2 Methods

4.2.1 Corpora

To train and evaluate ASR models, 5 corpora of recorded speech in different languages were used:

1. A subset of the Wall Street Journal corpus (WSJ) [20], consisting of 143 hours of news article readings in American English by 338 speakers.

2. The Buckeye corpus (BUC) [99], consisting of 19 hours of spontaneous and rather casual conversational speech in American English by 40 speakers.

3. A subset of the Corpus of Spontaneous Japanese (CSJ) [124], consisting of 15 hours of spontaneous speech in Japanese by 75 speakers (in a more formal register than the Buckeye corpus, with one speaker relating an episode of his life to an audience).

4. The Global Phone Mandarin (GPM) corpus [219], consisting of 30 hours of news article readings in Mandarin by 132 speakers.
5. The Global Phone Vietnamese (GPV) corpus [220], consisting of 20 hours of news article readings in Vietnamese by 129 speakers.

Two corpora in American English were included to allow the separation of effects due to a change in language from effects due to other kinds of difference between corpora (e.g. difference in the properties of the recording microphones or in speech register).

Phonetic transcriptions were obtained from phonetic dictionaries and word-level transcriptions for the WSJ, BUC, GPM and GPV corpora. For the CSJ corpus, manual phonetic transcriptions were used. For all corpora, timestamps for the phonetic transcriptions were obtained by forced-alignment using a GMM-HMM ASR system similar to those described in the next section, but trained on the whole corpus.

4.2.2 ASR Models

We restrict our investigation to technologically-mature systems based on GMM-HMM architectures (by opposition to the more recent, but less mature, DNN-based systems). Each corpus was randomly split into a training and a test set, each containing an equal number of speakers. Then, a GMM-HMM ASR model with speaker adaptation and phonetic-context- and word-position-dependent phone models was trained with the Kaldi toolkit [221] on the training set of each corpus. The same Kaldi recipe was used to train all models (see https://github.com/bootphon/abkhazia/blob/master/abkhazia/kaldi/kaldi_templates/train_and_decode.sh). All models were also trained with the same parameters and input features. Phonetic-context-dependent phone models were obtained using triphone states with bottom-up clustering of the states to obtain a decision-tree with a total of 2500 leaves, involving a total of 15000 Gaussians. Input features consisted of 13 MFCC coefficients plus 3 pitch-related features [222] and their delta and delta-deltas coefficients. Pitch features were included because tone is contrastive in Mandarin and Vietnamese (i.e. there are words differing only by their tone in these languages).

The WER on the test set for each of the resulting models, using a word-level bigram language-model estimated from the training set, is reported in Table 4.1. The best performance is obtained on the WSJ corpus and the worse on the BUC corpus. The GPV, CSJ and GPM corpus are intermediate. The Kaldi recipe used was originally adapted from a recipe optimized for the WSJ corpus, which might explain the much better performance obtained on the WSJ. More
generally, many aspects of ASR technology have been developed for American English and might be somewhat overfitted to this language. The bad performance on the BUC corpus can be attributed to the speech register for this corpus, which is spontaneous and much more casual than for the other corpora.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>WER</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSJ</td>
<td>8.5%</td>
</tr>
<tr>
<td>BUC</td>
<td>48%</td>
</tr>
<tr>
<td>CSJ</td>
<td>30%</td>
</tr>
<tr>
<td>GPM</td>
<td>31%</td>
</tr>
<tr>
<td>GPV</td>
<td>23.5%</td>
</tr>
</tbody>
</table>

Table 4.1: Word-Error-Rates obtained for the ASR systems trained on each corpus

GMM-HMM models can provide an output in many different formats, such as word- or phone-level transcriptions, word- or phone-level n-best lists or lattices or frame-by-frame phone-level posteriorgrams of various kinds. We consider only Viterbi-smoothed phone-level posteriorgrams, which are more informative than phone-level transcriptions and are easily obtained from Kaldi models. A drawback is that these posteriorgrams, unlike raw acoustic likelihoods or Baum-Welch-smoothed phone-level posteriorgrams have no simple probabilistic interpretation. The posteriorgrams are obtained using a phone-level bigram language model estimated on the training set of each corpus. We do not claim that this choice of output representation is necessarily optimal and it would be interesting to test other possibilities.

4.2.3 ABX Evaluation

The test set of each corpus is decoded with each of the 5 ASR models to yield Viterbi posteriorgrams and the input features are added as a control to yield 6 different representations for each of the 5 corpora. For each corpus, a minimal-pair ABX task (see Section 2.1) on phonetic category by talker, previous phone and following phone (see Section 1.4) is compiled on the test set and used to measure the ABX-discriminability between phonetic categories for the 6 representations of that corpus. Since the number of word minimal-pairs is limited, we use single-phone minimal pairs in the ABX tasks (see Section 2.1), which means that the tasks are similar to the within context task of Section 2.4.2.1. An ABX triplet in such a task could be for example:
where $b_t$ indicates a segment preceded by a /b/ and followed by /t/ and $T_1$ indicates a segment pronounced by speaker $T_1$. For each phonetic contrast, we compute a summary ABX score as follows. We start from ABX discriminability measures for each combination of talker, preceding context and following context for this contrast. First, we average out the talkers to obtain scores for each combination of preceding context and following context for this phonetic contrast, and then we average over the phonetic contexts, yielding a single score for each phonetic contrast. Depending on the experiments, we use directly the scores obtained for individual phonetic contrasts or we average these scores for all vocalic contrasts or for all consonantic contrasts to obtain summary measures of vowel, resp. consonant discriminability.

Dissimilarities between sequences of posteriorgrams are computed using Dynamic Time Warping (DTW) [19] based on a frame-to-frame symmetric Kullback-Leibler divergence [28]. Note that, contrary to what is done in PAM, dissimilarities are here based on more information than just category labels or category-goodness of the most likely categories. For the input representation control, we compute dissimilarities using DTW based on a frame-to-frame cosine distance. We do not claim that these choices of dissimilarity functions are necessarily optimal and it would be interesting to test other possibilities.

4.2.4 Analyses

We test whether ASR models can account for various effects in cross-linguistic perception of phonetic categories. We study both global effects, that involve all possible phonetic contrasts and allow for a very quantitative evaluation of the models, and more local effects, that involve specific phonetic contrasts and for which extensive empirical data is often available.

We compute two types of global measures based on the representations of a given corpus by the different models. We compute the average error rate of each model in discriminating the phonetic contrasts of the corpus. We also compute the similarity between the patterns of error of the different models. The two kinds of measures are meant to be completely independent: one measures to what extent a given model is able to separate the phonetic categories of a given
corpus, the other measures to what extent the phonetic categories that are hard and those that are easy are the same for two different models, independently of the absolute level of performance of these models. The independence is formally guaranteed by measuring the similarity between error patterns with the cosine similarity, which is invariant to rescaling of its arguments. In particular, if two error patterns are just globally rescaled version of each other they will be judged perfectly similar (cosine similarity equal to one).

Phonetic contrasts of a language are found to be globally harder to discriminate for non-native listeners than for native listeners (see e.g. [216]). Measures of average error rate are used to test whether models can account for this effect: we should find that phonetic contrasts of a language are globally harder to discriminate for models trained on a different language (mismatched-language condition) than for models trained on the same language (matched-language condition).

Although phonetic contrasts are globally harder to discriminate for non-native listeners than for native listeners, it is well-established that all contrasts are not affected to the same extent. Moreover, the way in which the contrasts are differentially affected is known to be largely determined by the native language of the non-native listeners [198]. Measures of similarity between error patterns are used to test whether models can account for this effect: we should find that the patterns of confusion for the representations obtained from the two American English ASR models are more similar to each other than to representations obtained from other ASR models, independently of the corpus on which the confusions are measured.

We also investigate five different local effects chosen. First, the perception of American English /r/-/l/ by Japanese listeners is known to be very poor [200, 201], so that we expect a model trained on CSJ to be much worse at discriminating this contrast than any model trained on American English. Second, Mandarin and Japanese stops involve different VOT categories but similar places of articulation [223]. It has also been reported in a conference presentation [224] that VOT contrasts of Japanese stops are hard to perceive for Mandarin native speakers, although no published data is available to the best of our knowledge. Thus, we expect Japanese stop contrasts to be comparatively easier to discriminate based on the GPM representation when they differ in place than when they differ in VOT. For the same reason, we expect Mandarin stop contrasts to be comparatively easier to discriminate based on the CSJ representation when they differ in place than when they differ in VOT. Third, Mandarin and
Vietnamese are tonal languages, while Japanese has only pitch accent and English only lexical stress. It is thus interesting to look at the discriminability of Mandarin and Vietnamese tones by the various models. Previous experience with a tonal language has been reported to be beneficial or detrimental for cross-language tone perception depending on the cases [225, 226]. Since, to the best of our knowledge no empirical data is available for our particular sample of languages, we are unfortunately not able to make any clear predictions. Fourth, vowel contrasts of Japanese differing only in duration have been reported to be hard to discriminate for native speakers of American English [227, 228]. Accordingly, we expect the WSJ and BUC models to be much worse than the CSJ model in discriminating these contrasts. Fifth and last, discriminability measures in ABX tasks have been obtained empirically for a few vocalic contrasts of American English in both Japanese and Mandarin native speakers [213, 229]. We expect the pattern of discriminability observed empirically in Japanese -respectively Mandarin- native speakers to be closer to that of the CSJ -respectively GPM- model than to any other model.

4.3 Results

4.3.1 Global Effects

The average ABX-discriminability for consonant contrasts (Figure 4.1a) and vowel contrasts (Figure 4.1b), show that in all cases a model trained on a corpus separates more easily phonetic categories in speech taken from that corpus (matched corpus condition) than in speech taken from a different corpus (mismatched corpus condition). We also see that the two models trained on a corpus of American English (WSJ and BUC) separate phonetic categories in that language better than phonetic categories from other languages, even when they are tested on a different corpus than the one on which they were trained. This means that the differences observed cannot be explained by low-level differences in the corpora, such as the type of microphone used to record the signal for example. This is all the more interesting since the WSJ corpus is actually more similar in many respects to the other corpora, in particular the GPM and GPV corpora, than to the BUC corpus. For example, the speech register and the topics are similar in the WSJ, GPM and GPV corpora (news articles readings) and different from the speech register and topics in the BUC corpus (spontaneous, and often quite casual, dialog with an interviewer.
Figure 4.1: (a) Average ABX-discriminability of consonant contrasts. Columns correspond to the corpora on which the models were trained and lines correspond to the corpora on which they were tested. Red bars are used for the matching language conditions, i.e. where a model was tested on a corpus in the same language as the corpus on which it was trained. Blue bars are used for the mismatched language conditions, where a model was tested on a corpus in a different language than the corpus on which it was trained. Green bars are used for the baseline obtained by using as a representation the input features (MFCC plus pitch features) common to all models. Error bars indicates mean plus and minus one standard deviation and were obtained by bootstrap resampling of the scores at the level of the speakers. (b) As in (a), but for vowel contrasts.

on everyday topics) and in the CSJ corpus (relations, not read but somewhat prepared, of a memorable episode of their life by speakers in front of a small audience). These differences in register and topics only appear to have a global effect on the results: all models perform better
on the WSJ, GPM and GPV corpora than on the BUC corpus and the performance on the CSJ corpus lies somewhere between these two extremes. Another interesting observation is that training a model on a different language appears to render phonetic categories less separable than they were in the initial representation. Training on the same language yields results that improve over the initial representations in most cases, excepted for the vowels of the BUC corpus where there is even a slight worsening.

We established that the different models yield language-specific representations, where phonetic categories of the language on which they were trained are easier to discriminate than phonetic categories of other languages. Next, we ask whether the difference in average discriminability between models in matched-language and mismatched-language conditions results from a global rescaling of the discriminability of each phonetic contrast or whether, as expected from a model of phonetic category perception in human, certain contrasts are more impacted than others depending on the specificities of the training and test languages. For each pair of models, the cosine similarity between patterns of confusions is computed separately for confusions between consonants and between vowels for each corpus. The cosine similarities averaged over the five different corpora for each pair of models are plotted in Figure 4.2a and 4.2b.

The patterns of confusion appear quite similar for all pairs of models (minimum similarity: .852 for vowels and .896 for consonants). This can be interpreted as meaning that there are some intrinsically easier and harder contrasts irrespective of any model training. Furthermore, the similarity of any model with the input features is good, in many cases better than between that
model and models trained on other languages (minimum similarity with input features: .887 for vowels and .916 for consonants), suggesting that simple acoustic differences can account to some extent for these intrinsically easier and harder contrasts. The most interesting result is that for both consonants and vowels the error patterns of the BUC and WSJ models are more similar to each other than to any other model (and no other pair of models has more similar error patterns than this one). This shows that the patterns of errors obtained are language-specific. We also see that the GPM and GPV models have the error patterns that are the least similar to all the others and that the error patterns of the CSJ model are more similar to those of the WSJ and BUC models than to those of the GPM and GPV models.

### 4.3.2 Local Effects

![Graphs showing local effects](image)

Figure 4.2: Average ABX error-rates obtained on the WSJ corpus and on the BUC corpus with four different representations (input features, WSJ, BUC, CSJ) for the /r/-/l/ contrast and two controls. Error bars indicate mean plus and minus one standard deviation and were obtained by bootstrap resampling of the scores at the level of the speakers.

Up to this point, we established that the overall performance of the different models, as well as their patterns of confusion between phonetic categories, were specific to the language used to train them. To further investigate the potential of these representations as models of phonetic category perception in humans, we now look at more specific effects that have been studied directly in humans. First, we consider the discriminability of the /r/-/l/ contrast of American English by models trained on American English and on Japanese. The prediction here is that this distinction should be much harder to make for the Japanese-trained model than for models trained on American English [200, 201]. In Figure 4.2, we plotted the ABX error-rates for the /r/-/l/ contrast obtained on the WSJ corpus and on the BUC corpus. We also plotted as controls the error-rate for /w/-/j/, another liquid contrast, and the average error-rate for all
consonant contrasts. We see that the discriminability of phonetic categories is globally more difficult in the BUC corpus than in the WSJ corpus, but that the same pattern is observed for both corpora, confirming that we are observing language-specific effects (and not corpus-specific effects). Looking at the input features baseline, we see that both liquid contrasts are slightly above the average discriminability of consonant contrasts with the /w/-/j/ contrast perhaps slightly easier than the /r/-/l/ contrast. When we look at the matching-language conditions, we see that in all cases the discriminability either improves or at least remains similar when compared to the input features discriminability. In the mismatched-language condition (i.e. for the CSJ model), we see that while the /w/-/j/ contrast becomes even more discriminable than for models trained on American English, the /r/-/l/ contrast becomes much much more difficult to discriminate. The extent of the degradation in the discriminability of the /r/-/l/ contrast is underlined by the comparing it with the degradation in discriminability averaged over all consonants which exists but is much smaller.

<table>
<thead>
<tr>
<th></th>
<th>Japanese</th>
<th>Mandarin</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Place</td>
<td>VOT</td>
</tr>
<tr>
<td></td>
<td>Labial</td>
<td>Alveolar</td>
</tr>
<tr>
<td>Voiced</td>
<td>b</td>
<td>d</td>
</tr>
<tr>
<td>Tenuis</td>
<td>p</td>
<td>t</td>
</tr>
<tr>
<td>Aspirated</td>
<td>p\textsuperscript{h}</td>
<td>t\textsuperscript{h}</td>
</tr>
</tbody>
</table>

Table 4.2: Stops in Japanese and Mandarin

Figure 4.3: Average ABX error-rates obtained on the CSJ corpus and on the GPM corpus with three different representations (input features, CSJ, GPM) for place and VOT contrasts. Error bars indicates mean plus and minus one standard deviation and were obtained by bootstrap resampling of the scores at the level of the speakers.

Next, we look at another expected effect related to Voice-Onset-Time (VOT) distribution in
stop consonants. We contrast stop consonants in Mandarin and Japanese because while they have similar place of articulation they systematically differ in VOT (see Table 4.2) [223]. This allow to make predictions regarding the relative discriminability of VOT and place contrasts: using a model trained in a mismatched-language condition is expected to affect VOT contrasts (/p/-/b/, /t/-/d/, /k/-/g/ in Japanese and /pʰ/-/p/, /tʰ/-/t/, /kʰ/-/k/ in Mandarin) more than place contrasts (/p/-/t/, /p/-/k/, /t/-/k/, /b/-/d/, /b/-/g/, /d/-/g/ in Japanese and /pʰ/-/tʰ/, /pʰ/-/kʰ/, /tʰ/-/kʰ/, /p/-/t/, /p/-/k/, /t/-/k/ in Mandarin). The results are plotted in Figure 4.3. For both languages, VOT contrasts appear easier to discriminate in the input features than place contrasts. In the matched language conditions there is a global improvement, both VOT and place contrasts become easier to discriminate than in the input features, but the pattern remains the same: VOT contrasts are easier than place contrasts. In the mismatched language conditions however, in line with the predictions, the pattern changes. There is a global decrease in the discriminability, both VOT and place contrasts become harder to discriminate than in the input features, but in addition, VOT contrasts become harder than place contrasts.

![Figure 4.4](image)

Figure 4.4: Average ABX error-rates obtained on the GPM corpus (top) and on the GPV corpus (bottom) for tone discrimination (left) and for monophthong discrimination as a control (right). Error bars indicate mean plus and minus one standard deviation and were obtained by bootstrap resampling of the scores at the level of the speakers.

The discriminability of tones is of interest because two of the four languages tested are tonal, namely Mandarin and Vietnamese. To measure the discriminability of tones we only consid-
ered phonetic contrasts that were purely tonal, i.e. obtained from two different tones applied to the same vowel. Not all possible tone contrasts occurred with every vowel in the database. We restricted ourselves to monophthongs when computing the average discriminability for all purely tonal contrasts, because a greater variety of tone contrasts occurred with monophthongs. For Mandarin, we were able to obtain discriminability scores for all tone contrasts for every monophthong, excepted tone contrasts involving the neutral tone which only occurred with the /i/ and /a/ vowels. There were more missing contrasts in the case of Vietnamese, in which there is both more monophthongs (11 instead of 7 for Mandarin) and more tones (6 instead of 5 for Mandarin). As a control, we also computed the discriminability of monophthongs differing only in quality but with the same underlying tone. The results are plotted in Figure 4.4. The first observation is that tone distinctions are much harder to make than vowel quality distinction (25 to 40 % error rate for tone distinctions and 5 to 20 % error rate for vowel quality distinctions).

In all cases, the ASR model trained on the matching corpus is much more performant than all the others ASR models, even though the improvement over input features is small or inexistent. Cross-linguistically, the model trained on CSJ is the most efficient to discriminate both Mandarin and Vietnamese monophthongs. The GPM model is the worse model at discriminating Vietnamese monophthongs and the GPV model is the worse model - tied with the WSJ model - at discriminating Mandarin monophthongs. In contrast, the GPV model is much better than the models trained on non-tonal languages at discriminating Mandarin tones, although it is slightly worse than the input features. There is no such effect in the case of the GPM model, however, which is on par with the three models trained on non-tonal languages for Vietnamese tone discrimination. Although the idea that speaker of non-tonal languages should be worse at discriminating tones than speakers of tonal languages, even cross-linguistically, is attractive, there has been conflicting reports. In certain cases, native speakers of non-tonal languages have been shown to be as bad as native speakers of a tonal language in discriminating tones from another tonal language. For example, [225] found that native speakers of Mandarin were not better than native speakers of English at discriminating Cantonese tones although native speakers of Cantonese were better than native speakers of English at discriminating Mandarin tones. Cantonese, like Vietnamese, has a more complex tone system than Mandarin, which might explain why we find a similar pattern of results. Empirical data comparing, in particular, the
discriminability of Vietnamese tones for Mandarin and English or Japanese listeners would be needed however to confirm this possibility.

To finish our investigation of the properties of GMM-HMM ASR systems as models of cross-linguistic phonetic category perception, we consider cases showing the limits of these models. We begin with the case of vowel duration contrasts in Japanese. Each of the 5 vowels of Japanese occurs in a short and a long version, which are contrastive. In American English, certain vowels systematically differ by their length (typically tense-lax pairs, like /i/-/ɪ/), but length differences are always coupled with differences in vowel quality and there are no pure length contrast. Native speakers of American English have been reported to have difficulty discriminating Japanese vowels which differ only in length [227, 228]. Accordingly, we expect that the model trained on the CSJ corpus should be much better than the models trained on the WSJ and BUC corpora at discriminating vowel duration contrasts. We computed the ABX error rate for each model on the CSJ corpus averaged over all vowel contrasts differing only in duration. We also computed as a control the ABX error rate for each model on the CSJ corpus averaged over all vowel contrasts differing only in quality. The results are plotted in Figure 4.5. We find a pattern of result opposite to the one expected. The model trained on CSJ appears to be the worst of all models tested at discriminating Japanese vowel duration and the two models trained on American English obtain the best results. The results on vowel quality discrimination match expectations better, with the model trained on CSJ being much better than all other models at discriminating the vowel quality of Japanese vowels. There are several potential sources for the discrepancy observed between predictions and results, including at least: the ASR model, the model of discrimination task and the speech sounds use to compute the
discrimination scores. The most likely candidate to explain the discrepancy observed between predictions and results is the GMM-HMM ASR model notorious difficulty at modeling segment durations properly. This is due to the Markov assumption of conditional independence made in Hidden Markov Models (HMM). While this assumption is the key to the efficient statistical inference procedures available for HMM, it also strongly constrains the form of the distribution of durations that can be modeled [230]. To check whether this is the right interpretation of the discrepancy between predictions and results, it would be interesting to test more recent ASR systems based on Deep Neural Networks (DNN) which do not suffer from the same limitation.

Finally, we look at four vocalic contrasts of American English (/i/-/ɪ/, /ɛ/-/æ/, /ʌ/-/ɑː/, /æ/-/ɑː/) for which explicit ABX discrimination scores have been measured in both native speakers of Mandarin [229] and native speakers of Japanese [213] (in two separate studies). The patterns of discriminability obtained in humans are not necessarily easy to predict from the phonology of the different languages involved, but they are very different for the Japanese and Mandarin speakers. In particular the /ʌ/-/ɑː/ contrast is the hardest and the /æ/-/ɑː/ contrast is the easiest for the Mandarin native speakers, while the /ʌ/-/ɑː/ contrast is relatively easy and the /æ/-/ɑː/ contrast is the hardest for the Japanese native speakers. We should observe a similar pattern for the models trained on the CSJ and GPM corpora and tested on the same contrasts of American English. More generally, the pattern of discriminability obtained with Japanese -respectively Mandarin- native speakers should be closer to the pattern of discriminability obtained with the model trained on the CSJ -respectively GPM- and tested on the WSJ or BUC corpus than to those obtained with any other model. The ABX error rates for these four contrasts estimated on both the WSJ and BUC corpus for each model along with the human results are plotted in Figure 4.6. The results do not appear to match the predictions. If anything, the patterns of discriminability obtained with the GPM model on both the WSJ and BUC corpora appear closer to the pattern obtained with Japanese native speakers and the patterns of discriminability obtained with the CSJ model on both the WSJ and BUC corpora appear closer to the pattern obtained with Mandarin native speakers. But overall, the patterns of discriminability obtained with the various ASR models as well as with the input features appear more similar to each other than to any of the patterns obtained in humans. It is not as easy to find a cause for the discrepancy observed between the predictions and the results as in
the previous case of the discrimination of vowel duration in Japanese. There are several possible sources for this discrepancy, including at least the ASR model, the model of discrimination task and the speech sounds use to compute the discrimination scores. Since some of the contrast considered involve segment with different lengths, the poor capacity of HMM-based systems to model segment durations might play a role here too, but there are many other possibilities. Other aspects of the ASR models, like the choice of using diagonal-covariance GMM for modeling the acoustic space, might play a role or the particular choice of input features, with which all the ASR models appear very correlated. The modeling of the discrimination task might also play a role. For example, it is not known whether the patterns of discriminability observed in humans remain stable if the inter-stimuli interval is varied or if participants are allowed to listen to the sounds several times for example. If it is not the case, the simple model of ABX discrimination task that we use, which is not able to account for these kinds of effects, would need to be improved. Another aspect of the modeling of the discrimination task is the choice of a notion of dissimilarity between the representations. Perhaps better results would be obtained by using a dissimilarity that only uses the category labels and the likelihood of the most likely category, as suggested by PAM, instead of using the whole posteriorgrams. Or perhaps we should employ a dissimilarity that exploits even more information, such as an earth-mover’s distance on the posteriorgrams. Finally, and this is probably the first thing to test, both the ASR model and the discrimination task model might be correct, but the stimuli used might be inadequate. Indeed the results in humans have been obtained with ad hoc stimuli, where all the vowels were recorded in citation form in a similar consonantic context (/h/-/d/ for the Japanese native speakers and /d/-/p/ for the Mandarin native speakers). They were also pronounced by a single speaker, a male for the study with Japanese native speakers and a female for the study with Mandarin native speakers. In comparison, we estimate discriminability of the contrasts for the different models using stimuli from a corpus of spontaneous, continuous, speech and average the results over many speakers and all phonetic contexts that we find. These differences might play an important role, since, as we mentioned previously low-level phonetic factors have been shown to affect in certain cases the patterns of discriminability of speech sounds [214]. To test this latest idea, we only need to gather the original stimuli used in the behavioral study and put them as input to our ASR models.
4.4 Conclusion

In this study, we used ABX discriminability measures to show that standard GMM-HMM ASR systems, viewed as computational models of human speech processing abilities, can account for a variety of empirically observed effects in cross-linguistic phonetic category perception by monolingual speakers. We showed that these systems can account for two types of global effects: first, that the phonetic categories of a language are globally harder to discriminate for non-native speakers than for native speakers and second, that the pattern of confusions between phonetic categories for non-native speakers is specific to their native language (e.g. native speakers of Japanese do not make the same confusions between phonetic categories of American English than native speakers of French). We also showed that GMM-HMM ASR systems can account for two specific local effects: the high confusability of American English /r/ and /l/ for native speakers of Japanese and the increased cross-linguistic confusability of stop contrasts based on VOT when compared to stop contrasts based on place for the Japanese–Mandarin language pair.

We also established that GMM-HMM ASR systems predict that native speakers of Vietnamese are better than native speakers of American English or Japanese in discriminating the tones of Mandarin, but that native speakers of Mandarin are neither better nor worse than native speakers of American English or Japanese in discriminating the tones of Vietnamese. Finally, we considered two local effects that were not correctly predicted by GMM-HMM ASR systems: the higher confusability for native speakers of American English than for native speakers of Japanese of Japanese vowels differing only in duration and the differences in the pattern of discriminability of four vocalic contrasts of American English for native speakers of Japanese and Mandarin.

The approach we followed is innovative in at least two ways. First, we really model how the perceptual effects observed arise from an adaptation of speech processing abilities to the native language. This is in contrast to classical models of cross-linguistic phonetic category perception [202–209], which rely on externally provided information regarding how foreign phonetic categories map onto native ones in order to make predictions. While ASR technology and more generally machine learning tools have been available for some time and are developing very fast, they had not received a lot of attention as potential models of cross-linguistic phonetic category...
perception in monolingual speakers. The two existing studies that we found [214, 215], only modeled isolated phones or syllables with limited phonetic variability, whereas we use natural continuous speech, and each of the studies only looked at one L1/L2 pair, whereas we considered eight such pairs. Considering more L1/L2 pairs, in particular, improved greatly the variety of the effects that could be investigated, and allowed to perform more controls, greatly improving the interpretability and strength of the results. Second, we evaluate models with ABX discriminability measures. This is more general than the classical model of discrimination tasks described by PAM [202–204] and relevant for discrimination results obtained both in adults and in infants or animals (see Sections 2.3.1 and 2.3.2). ABX discriminability measures can be computed for representations of speech in any format, provided a measure of dissimilarity can be defined. In comparison, PAM can only be applied to representations in terms of category labels and category goodness. This flexibility of ABX discriminability measures was already useful in this study, as it allowed us to use the MFCC and pitch features used as input to the ASR systems as a control. More generally this flexibility is highly desirable because the nature of the mental representations of speech signal in humans remains controversial. It is therefore very useful to be able to evaluate and compare the plausibility of different hypotheses in a common framework.

There are many avenues for future work. The ability of the models to account for more perceptual effects can be tested, using the exact same ABX task or introducing other relevant tasks. For example, a task comparing CC consonant clusters of American English with CVC triphones of the same language can be used to test for potential effects of epenthesis in the model trained on the CSJ. It is also straightforward to apply our methodology to other large corpora of recorded speech in the same or other languages. Beyond testing for known effects, exploratory analyses could also be used to suggest new behavioral studies from the models. For example, it would be interesting to test empirically whether the prediction that native speakers of Mandarin have no benefit in discriminating the tones of Vietnamese over native speakers of English and Japanese. It would also be interesting to try and match as closely as possible the experimental conditions in which specific effects have been observed. For example, the difficulty of Japanese native speakers with the /r/-/l/ contrast of American English is known to be more pronounced when these segments are in syllable-initial position than in syllable-final position. This could
be taken into account by introducing the position in syllable as a BY factor in the design of the ABX task. Going further, the exact same stimuli as those used in the behavioral experiments that established the perceptual effects of interest could be used to probe the models. Also, it could be interesting to model discrimination tasks in more detail (cf. Section 2.3.1). Different models, different format of speech representation, different notions of dissimilarity between these representations could also be tested. For example, DNN-based models, which should not suffer from the limitations of HMM-based models for duration contrasts, might provide more accurate models. Testing DNN models would also be interesting from the point of view of ASR. Indeed, while the limits of HMM-GMM systems, e.g. for modeling duration, are well-known by now, the strengths or weaknesses of the more recent DNN systems have been less studied. Finally, because they are trained in a supervised fashion, ASR systems have the potential to model phonetic category perception in adults, but not phonetic category acquisition in infants. It would thus be interesting to test more plausible models trained in an unsupervised or weakly supervised fashion.
Figure 4.6: ABX error-rates obtained with ASR models on the WSJ corpus (left) and on the BUC corpus (middle) and with humans using ad hoc stimuli (right). The top row contains results for models trained on Japanese and for native speakers of Japanese. The second row contains results for models trained on Mandarin and for native speakers of Mandarin. The remaining rows contain the results for the other ASR models and the input features as controls. No human data is available for these controls. Error bars indicate mean plus and minus one standard deviation and were obtained by bootstrap resampling of the scores at the level of the speakers.
Conclusion
There were two main scientific contributions in this thesis. The first contribution was to introduce ABX-discriminability measures as a versatile tool for studying representations of categorical data. We provided the foundations for a principled usage of these measures in Chapter 1, through the study of their formal, statistical and computational properties and the comparison of these properties with those of existing alternatives. We then illustrated the practical interest of the measures by introducing three broad families of applications in Chapter 2: characterizing the performance of a system operating with limited explicit supervision in representing a category structure of interest; modeling human or animal behavior in a discrimination task; providing rich descriptive measurements for datasets annotated with category labels. We provided specific examples in the particular case where the data is constituted of large collections of speech recordings and category labels are obtained from transcriptions of these recordings.

The second contribution was to apply ABX-discriminability measures to the evaluation of models of human phonetic category processing at birth and in adulthood. In Chapter 3, faced with the scarcity of truly constraining direct empirical evidence regarding speech perception at birth, we proposed to design models based on converging evidence from auditory psychology and physiology, speech engineering and phonetic sciences and to use ABX-discriminability measures to evaluate them in terms of their functional ability to represent phonetic categories. We implemented this approach in the particular case of a family of speech features extraction methods initially developed in the context of speech engineering. In Chapter 4, we evaluated the potential of classic HMM-GMM Automatic Speech Recognition (ASR) systems as models of phonetic category processing in adults. Using 5 corpora of speech recordings in 4 different languages, we applied ABX-discriminability measures to show that these models predict, at least qualitatively, a number of effects in cross-linguistic phonetic category perception. They predict both global and local effects. We discussed two main global effects: first, phonetic contrasts are on average easier to discriminate in the training language of the system (its mother tongue) than in the other languages; second, the observed pattern of confusion between phonetic contrasts is largely determined by the training language/testing language pair. Local effects include the increased confusability of American English /r/-/l/ for models trained on Japanese when compared to models trained on American English and the higher loss in discriminability for stop consonants differing in voice-onset-time than for stop consonants differing in place of articulation when a
model trained on Japanese is tested on Mandarin or vice-versa. Other local effects were not correctly predicted by the models however. In particular, we could not reproduce certain effects regarding the discriminability of phonetic contrasts based on vowel duration and/or quality.

ABX-discriminability measures have already been applied in a number of published studies [35, 38, 95–98, 101–103, 105–108, 115, 231–234] and we provided strong methodological foundations for their use in Chapter 1 and Chapter 2, but some fundamental work remains to be done. While we studied in detail the case of ABX-discriminability measures between two categories, the cases of ABX-discriminability measures between multiple categories or structured categories deserve to be more thoroughly investigated than what we had time for. In particular, obtaining optimality results and deriving confidence intervals for these cases would be useful. Studying differences between ABX-discriminability measures obtained on paired samples would also be of interest, as such differences commonly arise when contrasting the behavior of several systems operating on a same set of stimuli. Another important direction for future work is to apply ABX-discriminability measures to other signals than audio recordings of speech and/or other category structures than phones, words, speakers and languages.

Regarding our work on modeling phonetic category processing at birth, a number of control experiments remain to be performed to confirm our results. Then, of course, the process can be extended to study more detailed models of auditory processing (e.g. phenomenological models accounting for more of the observed non-linearities in hearing than just dynamic-range compression or physical models of the cochlea) or more advanced speech signal processing methods (e.g. adding deltas coefficients or using features based on the modulation spectrum), allowing to assess the functional impact on the discriminability of phonetic categories of varying degree of abstraction in the models from the point of view of a system learning without explicit supervision. Of course, another important direction for future work will be to test whether the proposed models can account for the results on categorical perception of certain phonetic contrasts at birth [127–129], which are probably the only truly constraining empirical results presently available regarding phonetic category processing at birth. Regarding our approach to the study of phonetic category processing in adults, we only scratched the surface of the results that can be obtained. There are many more documented effects in cross-linguistic phonetic category perception than those we tested. A large number of these effects involve other languages
than the one we tested, but large annotated corpora of speech recordings are available for many
languages, so that our approach extends straightforwardly. More detailed modeling of the exper-
imental results to be predicted by the models might also be interesting. For example, applying
the models to the exact stimuli used in the experiments instead of using phonetically matched
stimuli extracted from a different corpus would be an important control. Another important
remaining question is whether more recent (and more performant) ASR systems based on ar-
tificial neural networks provide better models of phonetic category processing in humans than
the GMM-HMM architectures we tested. In particular, it would be interesting to see whether
they fare better at predicting effects involving segment durations. Finally, our work in Chapter
3 and Chapter 4 paves the way for a thorough study of models of phonetic category acquisition
during infancy. In particular, it provides a principled way to evaluate these models in a detailed
and exhaustive fashion, which contrasts with the very limited and ad hoc testing that has to
date been conducted on proposed models [3–14].
Appendix A

Proofs of results from Chapter 1
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A.1 ABX discriminability for two categories

In Section 1.1.3.1, we introduced an estimator $\hat{\theta}$ for the ABX-discriminability. Several of the proofs we provide in this section rely on the identification of this estimator as a 2-sample $U$-statistic. More specifically, we have:

**Property 16.** $\hat{\theta}$ is a $U$-statistic of order 2 and degree $(2,1)$ with symmetric kernel:

$$
\Phi_d : a, x, b \mapsto \frac{1}{2}(\phi_d(a, b, x) + \phi_d(x, b, a)).
$$

See [235], Section 1.2 for definitions of multi-sample $U$-statistics, their order and degree. See Definition 5, for the definition of $\phi_d$.

**Proof.** Property 16
One simply needs to rewrite $\hat{\theta}(d, x, y)$ as:

$$\frac{1}{\binom{n}{2}} \sum_{a, x \in C(x), b \in S(y)} \sum_{\{a\}} \frac{1}{2} \left( \mathbb{1}_{d(a, x) < d(b, x)} + \mathbb{1}_{d(x, a) < d(b, a)} + \frac{1}{2} \left( \mathbb{1}_{d(a, x) = d(b, x)} + \mathbb{1}_{d(x, a) = d(b, a)} \right) \right),$$

where $C(x)$ is the multiset $\{x_r, x_s \mid 1 \leq r < s \leq n\}$ and $S(y)$ is as in definition 6.

\[\] \[\]

### A.1.1 Point estimation

#### A.1.1.1 Statistical properties

As a $U$-statistic, $\hat{\theta}$ is necessarily unbiased, but this result is very easy to obtain even without referring to $U$-statistics theory as we show below.

**Proof.** Property 4 (Unbiasedness)

By linearity of the expectation, we have:

$$\mathbb{E}_{x, y \sim P \otimes Q \otimes \pi} [\hat{\theta}(d, x, y)] = \frac{1}{m(m - 1)n} \sum_{a \in S(x)} \sum_{b \in S(y)} \sum_{x \in S(x) \setminus \{a\}} \mathbb{E}_{a, b, x \sim P \otimes Q \otimes P} \left[ \mathbb{1}_{d(a, x) < d(b, x)} + \frac{1}{2} \mathbb{1}_{d(a, x) = d(b, x)} \right].$$

Then Property 3 yields:

$$\mathbb{E}_{x, y \sim P \otimes Q \otimes \pi} [\hat{\theta}(d, x, y)] = \frac{1}{m(m - 1)n} \sum_{a \in S(x)} \sum_{b \in S(y)} \sum_{x \in S(x) \setminus \{a\}} \mathcal{D}_{ABX}(d, \pi, \mathbb{Q}) = \mathcal{D}_{ABX}(d, \pi, \mathbb{Q}).$$

\[\]

**Proof.** Property 5 (Consistency)

Since $|\Phi_d| \leq 1$, Theorem 3.2.1 from [235] pp. 97–98 applies.

**Proof.** (Theorem 1 (Efficiency))

Let us note $\mathcal{P}$ the set of all probability measures on $(E, \Pi)$ and let us define $\mathcal{S}_{m,n} = \{P \otimes^{n} \mathbb{Q} \mid P \in \mathcal{P}, \mathbb{Q} \in \mathcal{P} \}$. It is a classic result that the order statistics $(S(x), S(y))$ are sufficient for $\mathcal{S}_{m,n}$. By combining the result from [236], that $\mathcal{P}$ is symmetrically complete of all order and
Landers and Rogge result’s on the conservation of completeness through cartesian products (see [237] proposition 1.5.6. p.19), we obtain that the order statistics \((S(x), S(y))\) are also complete for \(S_{m,n}\). Since \(\hat{\theta}\) is unbiased for all distributions in \(S_{m,n}\) and is a measurable function, invariant by permutation of \(x\) and \(y\) (i.e. whose values depend only on the order statistics \((S(x), S(y))\)), the Rao-Blackwell-Lehmann-Scheffe theorem (see for example [237] theorem 3.2.5 p.106) applies and yields the desired result.

\[\\]

A.1.1.2 Computational properties

**Proof.** Property 6

For any \(i\) in \(\{1, 2, ..., m\}\), let us note \(\sigma_i\) a permutation of \(\{1, 2, ..., m-1\}\) which sorts the elements of \((x_1, x_2, ..., x_{i-1}, x_{i+1}, ..., x_m)\) in order of increasing dissimilarity to \(x_i\) according to dissimilarity function \(d\).

In the absence of ties, we have:

\[
\hat{\theta}(d, x, y) = \frac{1}{m(m-1)n} \sum_{a \in S(x)} \sum_{b \in S(y)} \sum_{x \in S(x) \setminus \{a\}} \mathbb{1}_{d(a,x) < d(b,x)}
\]

\[
= \frac{1}{m(m-1)n} \sum_{x \in S(x)} \sum_{a \in S(x) \setminus \{x\}} \sum_{b \in S(y)} \mathbb{1}_{d(a,x) < d(b,x)}
\]

\[
= \frac{1}{m(m-1)n} \sum_{i=1}^{m} \sum_{a \in S(x) \setminus \{x\}} \sum_{b \in S(y)} \mathbb{1}_{d(a,x_i) < d(b,x_i)}
\]

\[
= \frac{1}{m(m-1)n} \sum_{i=1}^{m} \sum_{a \in S(x) \setminus \{x\}} \#\{b \in S(y) \mid d(a,x_i) < d(b,x_i)\}
\]

\[
= \frac{1}{m(m-1)n} \sum_{i=1}^{m} \sum_{j=1}^{m-1} \#\{b \in S(y) \mid d(x_{\sigma_i(j)}, x_i) < d(b,x_i)\}
\]

\[
= \frac{1}{m(m-1)n} \sum_{i=1}^{m} \sum_{j=1}^{m-1} (n - r_i(j) + j)
\]

\[\\]

**Proof.** Property 7 (Computational complexity)

The dissimilarity function must be evaluated for each of the \(m(m-1)\) pairs of two distinct elements from \(x\) and each of the \(mn\) pairs with a first element in \(x\) and a second element in \(y\). Once the dissimilarities are available, the most costly operation required for computing the
empirical ABX-discriminability according to the formula of Property 6 consists in sorting the elements of the sets \( \{d(e, x_i) | e \in (S(x) \cup S(y)) \setminus \{x_i\} \} \) for \( i \) in \( \{1, 2, \ldots, m\} \). Each of these \( m \) sets is of size \( m + n - 1 \), so that the sorting of each set can be done in \( O((m + n) \log (m + n)) \) elementary operations using, for example, the fusion sort.

\[ \square \]

**A.1.1.3 Trading-off statistical efficiency for computational efficiency through a sampled estimator**

**Proof.** Property 8

Let us consider a tuple \( t \) formed of the admissible triplets enumerated in an arbitrary order (the admissible triplets being the element of the multiset \( \{(a, b, x) \in S(x) \times S(y) \times S(x) | a \neq x\} \)). Let us note \( N \) the size of \( t \) \( (N = m(m - 1)n) \). We note \( t_i \) the \( i \)-th component of \( t \). Then, we can rewrite the sampled estimator as:

\[ \hat{\theta}_B(d, x, y) = \frac{1}{B} \sum_{i=1}^{N} w_i \phi_d(t_i), \]

where \( w = (w_1, w_2, \ldots, w_N) \) is a sample from the multinomial distribution with parameters \( B \) and \( (\frac{1}{N}, \frac{1}{N}, \ldots, \frac{1}{N}) \).

Using the same notations for the underlying random variables as for the samples, we then have:

\[ \text{Var}(\hat{\theta}_B) = \frac{1}{B^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \text{Cov}(w_i \phi_d(t_i), w_j \phi_d(t_j)). \]

For any \( i \) in \( \{1, 2, \ldots, N\} \):

\[
\text{Cov}(w_i \phi_d(t_i), w_i \phi_d(t_i)) = \text{Var}(w_i \phi_d(t_i))
\]

\[
= \text{Var}(w_i) \text{Var}(\phi_d(t_i)) + \text{Var}(w_i) \mathbb{E}(\phi_d(t_i))^2 + \mathbb{E}(w_i)^2 \text{Var}(\phi_d(t_i))
\]

\[
= \frac{B(N-1)}{N^2} \text{Var}(\phi_d(t_i)) + \frac{B(N-1)}{N^2} \mathbb{E}(\phi_d(t_i))^2 + \frac{B^2}{N^2} \text{Var}(\phi_d(t_i))
\]
For any \( i, j \in \{1, 2, ..., N\}^2, i \neq j \):

\[
\text{Cov}(w_i \phi_d(t_i), w_j \phi_d(t_j)) = \mathbb{E}(w_i \phi_d(t_i)w_j \phi_d(t_j)) - \mathbb{E}(w_i \phi_d(t_i))\mathbb{E}(w_j \phi_d(t_j))
\]

\[
= \mathbb{E}(w_i w_j)\mathbb{E}(\phi_d(t_i)\phi_d(t_j)) - \mathbb{E}(w_i)\mathbb{E}(\phi_d(t_i))\mathbb{E}(w_j)\mathbb{E}(\phi_d(t_j))
\]

\[
= (\text{Cov}(w_i, w_j) + \mathbb{E}(w_i)\mathbb{E}(w_j))\mathbb{E}(\phi_d(t_i)\phi_d(t_j)) - \frac{B^2}{N^2}\mathbb{E}(\phi_d(t_i))\mathbb{E}(\phi_d(t_j))
\]

\[
= (-\frac{B}{N^2} + \frac{B^2}{N^2})\mathbb{E}(\phi_d(t_i)\phi_d(t_j)) - \frac{B^2}{N^2}\mathbb{E}(\phi_d(t_i))\mathbb{E}(\phi_d(t_j))
\]

\[
= \frac{B(B - 1)}{N^2}\mathbb{E}(\phi_d(t_i))\mathbb{E}(\phi_d(t_j)) - \frac{B}{N^2}\mathbb{E}(\phi_d(t_i))\mathbb{E}(\phi_d(t_j))
\]

Furthermore, for any \( i \in \{1, 2, ..., N\} \), \( \mathbb{E}(\phi_d(t_i)) = \theta \) (Property 3).

Putting these three results together, we obtain:

\[
\text{Var}(\hat{\theta}_B) = \frac{B(B - 1)}{B^2N^2} \sum_{i=1}^{N} \sum_{j \in \{1, 2, ..., N\}\setminus\{i\}} \text{Cov}(\phi_d(t_i), \phi_d(t_j)) - \frac{B(N - 1)}{B^2N} \theta^2
\]

\[
+ \frac{B^2 + BN - B}{B^2N^2} \sum_{i=1}^{N} \text{Var}(\phi_d(t_i)) + \frac{B(N - 1)}{B^2N} \theta^2.
\]

Which simplifies into:

\[
\text{Var}(\hat{\theta}_B) = \frac{B - 1}{BN^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \text{Cov}(\phi_d(t_i), \phi_d(t_j)) + \frac{1}{BN} \sum_{i=1}^{N} \text{Var}(\phi_d(t_i))
\]

\[
= \frac{B - 1}{B} \text{Var}(\hat{\theta}) + \frac{1}{BN} \sum_{i=1}^{N} \text{Var}(\phi_d(t_i))
\]

Let us consider \( i \in \{1, 2, ..., N\} \). We have \( t_i = (a, b, x) \) for some mutually independent random variables \( a, b, x \sim \mathbb{P} \otimes \mathbb{Q} \otimes \mathbb{P} \). Then:

\[
\text{Var}(\phi_d(t_i)) = \mathbb{E}[\phi_d(t_i)^2] - \theta^2
\]

\[
= \mathbb{E} \left[ (1_{d(a, x) < d(b, x)})^2 + \left( \frac{1}{2} 1_{d(a, x) = d(b, x)} \right)^2 + 1_{d(a, x) < d(b, x)} 1_{d(a, x) = d(b, x)} \right] - \theta^2
\]

Since \( (1_{d(a, x) < d(b, x)})^2 = 1_{d(a, x) < d(b, x)}, (1_{d(a, x) = d(b, x)})^2 = 1_{d(a, x) = d(b, x)} \) and \( 1_{d(a, x) < d(b, x)} 1_{d(a, x) = d(b, x)} = 0 \), we obtain:

157
\[ \text{Var}(\varphi_d(t_i)) = E \left( \mathbb{1}_{d(a,x) < d(b,x)} + \frac{1}{4} \mathbb{1}_{d(a,x) = d(b,x)} \right) - \theta^2 \]
\[ = E(\varphi_d(t_i)) - \frac{1}{4} E \left( \mathbb{1}_{d(a,x) = d(b,x)} \right) + \theta^2 \]
\[ = \theta(1 - \theta) - \frac{1}{4} E \left( \mathbb{1}_{d(a,x) = d(b,x)} \right) \]
\[ \leq \theta(1 - \theta) \]

In the end we obtain:

\[ \text{Var}(\hat{\theta}_B) \leq \frac{B - 1}{B} \text{Var}(\hat{\theta}) + \frac{\theta(1 - \theta)}{B}. \]

Furthermore, since for any \( x \in [0, 1] \), \( x(1 - x) \leq \frac{1}{4} \), we deduce:

\[ \text{Var}(\hat{\theta}_B) \leq \frac{B - 1}{B} \text{Var}(\hat{\theta}) + \frac{1}{4B}. \]

Property 9 is trivial and we do not provide an explicit proof for it.

### A.1.2 Interval estimation

**Proof.** Theorem 2 (Non-asymptotic confidence interval)

Because we have \( 0 \leq \Phi_d \leq 1 \), the confidence interval can be obtained directly from the concentration inequality introduced by Hoeffding for two-sample \( U \)-statistics in Section 4b. of [238].

**Proof.** Theorem 3 (Bootstrap asymptotic confidence interval)

Let us note \( \hat{\theta}_{m,n} := \hat{\theta}(d, X, Y) \), where \( X \) is a random variable with law \( P^{\otimes m} \) and \( Y \) is a random variable with law \( Q^{\otimes n} \). Let us also note \( \hat{\theta}_{\ast m,n} := \hat{\theta}(d, X\ast, Y\ast) \), where \( X\ast \) and \( Y\ast \) are as in the statement of the theorem.

\( \hat{\theta} \) is a \( U \)-statistic (see Property 16) and under the assumptions \( \rho_{10} > 0 \) and \( \rho_{01} > 0 \) of our theorem it is non-degenerate. Thus from Theorem 2.4 and subsequent remarks of [239], we obtain that \( \frac{\hat{\theta}_{m,n} - \theta}{\sqrt{\min(m,n)}} \) and \( \frac{\hat{\theta}_{m,n} - \theta_{m,n}}{\sqrt{\min(m,n)}} \) converge weakly toward the same limit, a Gaussian random
variable. Since Gaussian distribution functions are continuous, Lemma 23.3 p.329 of [240] applies and yields the desired result.

A.2 Comparison with other measures of the separation of two categories

Proof. Property 10 Let us consider \( a, b, x, y \), four independent random variables distributed according to \( P, Q, P \) and \( P \) respectively. Let us note \( d_1 = d(a, x) \) and \( d_2 = d(b, y) \), which are independent real random variables. By definition, \( F : \tau \mapsto F_{X}(d, \mathbb{P}, \tau) \) is equal to 1 minus the cumulative distribution function of \( d_1 \) plus \( \tau \mapsto \frac{1}{2} E[I_{d_1 = \tau}] \). In the same way \( T : \tau \mapsto T_{X}(d, \mathbb{P}, Q, \tau) \) is equal to 1 minus the cumulative distribution function of \( d_2 \) plus \( \tau \mapsto \frac{1}{2} E[I_{d_2 = \tau}] \).

We have defined \( D_{X} \) under the assumptions that \( T \) is \( C^1 \) and \( F \) is a \( C^1 \)-diffeomorphism. It is easy to show that the continuity of these functions in particular implies that for all \( \tau \in \mathbb{R} \), \( \frac{1}{2} E[I_{d_1 = \tau}] = 0 \) and \( \frac{1}{2} E[I_{d_2 = \tau}] = 0 \). From this we can deduce that the cumulative distribution functions of \( d_1 \) and \( d_2 \) are absolutely continuous with respect to the measure of Lebesgue and that \( -F' \) is a probability density for \( d_1 \) and \( -T' \) is a probability density for \( d_2 \). Then we can write:

\[
D_{X}(d, \mathbb{P}, Q) = \int_{u \in \mathbb{R}} \int_{v \in \mathbb{R}} 1_{u < v} (-F'(u))(-T'(v)) \lambda(du) \lambda(dv)
\]

\[
= \int_{u \in \mathbb{R}} \int_{v \in [u, +\infty]} F'(u)T'(v) \lambda(du) \lambda(dv)
\]

\[
= \int_{u \in \mathbb{R}} \left( \int_{v \in [u, +\infty]} T'(v) \lambda(du) \right) F'(u) \lambda(du)
\]

\[
= \int_{u \in \mathbb{R}} \left( - \int_{+\infty}^{u} T'(v) \lambda(du) \right) F'(u) \lambda(du)
\]

\[
= \int_{u \in \mathbb{R}} -(T(u) - 0)F'(u) \lambda(du)
\]

\[
= - \int_{u \in \mathbb{R}} T(u)F'(u) \lambda(du)
\]

\[
= \int_{+\infty}^{-\infty} T(u)F'(u)du
\]

\[
= D_{X}(d, \mathbb{P}, Q)
\]
Proof. Theorem 4

Let us note:

$$
\Delta := D_{AXX}(d, P, Q) - D_{ABX}(d, P, Q)
$$

$$
\phi_d(a, b, x) := \mathbb{1}_{d(a, x) < d(b, x)} + \frac{1}{2} \mathbb{1}_{d(a, x) = d(b, x)}
$$

$$
\psi_d(a, b, x, y) := \mathbb{1}_{d(a, x) < d(b, y)} + \frac{1}{2} \mathbb{1}_{d(a, x) = d(b, y)}
$$

$$
\alpha_d(a, b, x, y) := \mathbb{1}_{d(b, y) \leq d(a, x) < d(b, x)} + \frac{1}{2} \mathbb{1}_{d(b, y) \neq d(a, x) = d(b, x)}
$$

$$
\beta_d(a, b, x, y) := \mathbb{1}_{d(b, x) \leq d(a, x) < d(b, y)} + \frac{1}{2} \mathbb{1}_{d(b, x) \neq d(a, x) = d(b, y)}
$$

Then:

$$
\Delta = \int_{a, b, x \in E^3} \phi_d(a, b, x)P(da)Q(db)P(dx) - \int_{a, b, x, y \in E^4} \psi_d(a, b, x, y)P(da)Q(db)P(dx)P(dy)
$$

$$
= \int_{a, b, x \in E^3} \left( \phi_d(a, b, x) - \int_{y \in E} \psi_d(a, b, x, y)P(dy) \right)P(da)Q(db)P(dx)
$$

$$
= \int_{a, b, x \in E^3} \int_{y \in E} \left( \phi_d(a, b, x) - \psi_d(a, b, x, y) \right)P(dy)P(da)Q(db)P(dx)
$$

$$
= \int_{a, b, x \in E^3} \alpha_d(a, b, x, y) - \beta_d(a, b, x, y) P(dy)P(da)Q(db)P(dx)
$$

$$
= \int_{a, b, x, y \in E^4} \alpha_d(a, b, x, y)P(dy)P(da)Q(db)P(dx) - \int_{a, b, x, y \in E^4} \beta_d(a, b, x, y)P(dy)P(da)Q(db)P(dx)
$$

$$
= p_1(d, P, Q) - p_2(d, P, Q)
$$

Proof. Theorem 5

We show the contrapositive of the theorem. If the classification accuracy is strictly less than one, then there is a point $X$ in the test set whose closest neighbor $B$ in the training set is not of the same class. Let us consider a point $A$ from the training set of the same class as $X$ (we assumed that there was at least a point of each class in the training set). Then, the triplet $A$, $B$, $X$ is one of the triplets considered in the computation of the ABX-discriminability $\hat{\theta}$. Since $d(A, X) > d(B, X)$, we can conclude that the ABX-discriminability is strictly less than one.

In the next proof, we assume that $d$ is symmetric, as asymmetric dissimilarity functions do not make sense for clustering. We also suppose that a sample $z = (z_1, z_2, ..., z_n) \in E^n$ from two categories as specified by category labels $c = (c_1, c_2, ... c_n) \in \{1, 2\}^n$ is given.
Proof. Theorem 6 The algorithm stops once there is only two remaining clusters. Let us suppose that one of the two resulting clusters, contains a point $x$ from $x$ and a point $y$ from $y$. This implies that there exists $i \in \mathbb{N}^*$, such that at iteration $i$ of the merging step of the single linkage procedure, there were strictly more than two clusters and the two closest points belonging to different clusters were a point $x_0$ from $x$ and a point $y_0$ from $y$. We have:

$$d(x_0, y_0) \geq \min_{b \in y} d(x_0, b)$$

and since $y$ is finite, there exists $b^* \in y$, such that:

$$d(x_0, b^*) = \min_{b \in y} d(x_0, b).$$

Moreover, $\hat{\theta}(d, x, y) = 1$ implies for all $a \in x \setminus \{x_0\}$:

$$d(x_0, b^*) > d(x_0, a).$$

In the end, we obtain:

$$d(x_0, y_0) > \max_{a \in x \setminus \{x_0\}} d(x_0, a).$$

Since, at iteration $i$ the two closest points belonging to different clusters were $x_0$ and $y_0$, this implies that the cluster containing $x_0$ at this point in the execution of the algorithm also contains all the other elements of $x$. By symmetry we also obtain that the cluster containing $y_0$ at iteration $i$ also contains all the other elements of $y$. This is in contradiction with the assertion that there were strictly more than two clusters at iteration $i$. We can therefore conclude ad absurdio, that the two final clusters are $x$ and $y$. \hfill \Box

Property 17 (Asymptotic solution for 2-means clustering in the line example). The asymptotic solution for 2-means clustering in the line example of Section 1.2.3.4 is formed of two clusters with centers:

$$(c_1, c_2) = \begin{cases} 
\left( \frac{-2+2d+d^2}{4}, \frac{2+2d+d^2}{4} \right) & \text{if } -1 \leq d < 0 \\
\left( \frac{-d+1}{2}, \frac{d+1}{2} \right) & \text{if } d \geq 0
\end{cases}.$$

Proof. We give the proof only for the most difficult case $-1 < d < 0$, the proof for other cases
follows the same lines.

Given $d \in \mathbb{R}$, by definition $2$-means solutions $(c_1, c_2) \in \mathbb{R}^2$, where we suppose $c_1 \leq c_2$ without loss of generality, should minimize:

$$f_d(c_1, c_2) := \int_{\min \left( \frac{-d}{2}, \frac{c_1 + c_2}{2} \right)}^{\min \left( \frac{-d}{2}, \frac{c_1 + c_2}{2} \right)} (x - c_1)^2 \, dx$$

$$+ \int_{\min \left( \frac{d}{2}, \frac{c_1 + c_2}{2} \right)}^{\min \left( \frac{d}{2}, \frac{c_1 + c_2}{2} \right)} (x - c_1)^2 \, dx$$

$$+ \int_{\max \left( \frac{d}{2}, \frac{c_1 + c_2}{2} \right)}^{\max \left( \frac{d}{2}, \frac{c_1 + c_2}{2} \right)} (x - c_2)^2 \, dx$$

$$+ \int_{\max \left( \frac{-d}{2}, \frac{c_1 + c_2}{2} \right)}^{\max \left( \frac{-d}{2}, \frac{c_1 + c_2}{2} \right)} (x - c_2)^2 \, dx.$$

Let us note $D_0 = \{(c_1, c_2) \in \mathbb{R}^2 \mid c_1 \leq c_2\}$ the definition set of $f_d$. If $-1 < d < 0$, we can distinguish five cases:

1. $\frac{c_1 + c_2}{2} < \frac{-d}{2} - 1$. Then:

$$f_d(c_1, c_2) = \int_{\frac{-d}{2}}^{\frac{d}{2} + 1} (x - c_2)^2 \, dx$$

$$+ \int_{\frac{-d}{2} - 1}^{\frac{-d}{2}} (x - c_2)^2 \, dx = \frac{2}{3} + d + \frac{d^2}{2} + 2c_2^2.$$

It follows that $f_d$ reaches a minimum of $\frac{2}{3} + d + \frac{d^2}{2}$ on the subdomain $D$ of $D_0$ defined by $\frac{c_1 + c_2}{2} < \frac{-d}{2} - 1$ (in any point $(c_1, c_2)$ with $c_2 = 0$, $c_1 < -d - 2$).

2. $\frac{-d}{2} - 1 \leq \frac{c_1 + c_2}{2} \leq \frac{d}{2}$. Then:

$$f_d(c_1, c_2) = \int_{\frac{-d}{2} - 1}^{\frac{c_1 + c_2}{2}} (x - c_1)^2 \, dx$$

$$+ \int_{\frac{d}{2}}^{\frac{d}{2} + 1} (x - c_2)^2 \, dx$$

$$+ \int_{\frac{c_1 + c_2}{2}}^{\frac{d}{2} + 1} (x - c_2)^2 \, dx$$

$$= \frac{2}{3} + d + \frac{d^2}{2} + c_1^2 + c_2^2 + (c_1 - c_2) \left[ 1 + \left( \frac{c_1 + c_2}{2} \right)^2 + d \left( 1 + \frac{c_1 + c_2}{2} \right) + \frac{d^2}{4} \right].$$

Thus $f_d$ is polynomial and therefore $C^1$ on the subdomain $D$ of $D_0$ defined by $\frac{-d}{2} - 1 \leq \frac{c_1 + c_2}{2} \leq \frac{d}{2}$. This subdomain is closed and it is easy to show that the gradient of $f_d$ on the interior of $D$ has no zeroes, so that the extrema of the restriction of $f_d$ to $D$ are necessarily at the boundary of $D$. The boundary is the union of $B_1 = \{(c_1, c_2) \in D_0 \mid c_2 = -d - 2 - c_1\}$ and $B_2 = \{(c_1, c_2) \in D_0 \mid c_2 = d - c_1\}$. It is easily shown that $f_d$ reaches a minimum of $\frac{2}{3} + d + \frac{d^2}{2}$ on $B_1$ in $(-d - 2, 0)$ and a minimum of $\frac{1}{2} - \frac{d^2}{2} - d^3 - \frac{d^4}{2}$ on $B_2$ in $\left( -\frac{1 + d^2}{2}, \left( \frac{1 + d^2}{2} \right)^2 \right)$. Studying the sign of the difference of these quantities for $-1 < d < 0$, we obtain that $f_d$
reaches a global minimum of $\frac{1}{b} - \frac{d^2}{2} - d^3 - \frac{d^4}{2}$ on $D$ in $\left( -\frac{1+d^2}{2}, \frac{(1+d)^2}{2} \right)$.

3. $\frac{d}{2} \leq \frac{c_1+c_2}{2} \leq -\frac{d}{2}$. Then:

$$f_d(c_1, c_2) = \int_{-\frac{d}{2}}^{\frac{c_1+c_2}{2}} (x - c_1)^2 dx + \int_{\frac{c_1+c_2}{2}}^{\frac{d}{2}+1} (x - c_1)^2 dx + \int_{\frac{d}{2}+1}^{\frac{c_1+c_2}{2}} (x - c_2)^2 dx$$

$$= \frac{2}{3} + d + \frac{d^2}{2} + c_1^2 + c_2^2 + (c_1 - c_2) \left[ 1 + \left( \frac{c_1+c_2}{2} \right)^2 + d + \frac{d^2}{2} \right].$$

Thus $f_d$ is polynomial and therefore $C^1$ on the subdomain $D$ of $D_0$ defined by $\frac{d}{2} < \frac{c_1+c_2}{2} < -\frac{d}{2}$. The gradient of $f_d$ on the interior of $D$ reaches 0 only in $p = \left( -\frac{2+2d+d^2}{4}, \frac{2+2d+d^2}{4} \right)$.

Since $D$ is closed, the extrema of the restriction of $f_d$ to $D$ are necessarily at the boundary of $D$ or in $p$. The boundary is the union of $B_1 = \{(c_1, c_2) \in D_0 \mid c_2 = d - c_1 \}$ and $B_2 = \{(c_1, c_2) \in D_0 \mid c_2 = -d - c_1 \}$. We already established that $f_d$ reaches a minimum of $\frac{1}{b} - \frac{d^2}{2} - d^3 - \frac{d^4}{2}$ on $B_1$ in $\left( -\frac{1+d^2}{2}, \frac{(1+d)^2}{2} \right)$. On $B_2$ it can be shown to reach the same minimum in $\left( -\frac{(1+d)^2}{2}, \frac{1+d^2}{2} \right)$. In $p$ the value of $f_d$ is $\frac{1}{b} - \frac{d^2}{2} - d^3 - \frac{d^4}{2}$, which is always strictly lower than $\frac{1}{b} - \frac{d^2}{2} - d^3 - \frac{d^4}{2}$ for $-1 < d < 0$. Therefore, $f_d$ reaches a global minimum of $\frac{1}{b} - \frac{d^2}{2} - d^3 - \frac{d^4}{2}$ on $D$ in $\left( -\frac{2+2d+d^2}{4}, \frac{2+2d+d^2}{4} \right)$.

4. $-\frac{d}{2} \leq \frac{c_1+c_2}{2} \leq \frac{d}{2} + 1$. Then:

$$f_d(c_1, c_2) = \int_{-\frac{d}{2}}^{\frac{d}{2}+1} (x - c_1)^2 dx + \int_{\frac{d}{2}}^{\frac{c_1+c_2}{2}} (x - c_1)^2 dx + \int_{\frac{c_1+c_2}{2}}^{\frac{d}{2}+1} (x - c_2)^2 dx$$

$$= \frac{2}{3} + d + \frac{d^2}{2} + c_1^2 + c_2^2 + (c_1 - c_2) \left[ 1 + \left( \frac{c_1+c_2}{2} \right)^2 + d + \frac{d^2}{2} \right].$$

Following the same line of reasoning as in the previous cases, we obtain that $f_d$ reaches a global minimum of $\frac{1}{b} - \frac{d^2}{2} - d^3 - \frac{d^4}{2}$ in $\left( -\frac{(1+d)^2}{2}, \frac{1+d^2}{2} \right)$ on the subdomain of $D_0$ defined by $-\frac{d}{2} \leq \frac{c_1+c_2}{2} \leq \frac{d}{2} + 1$.

5. $\frac{d}{2} + 1 < \frac{c_1+c_2}{2}$. Then:

$$f_d(c_1, c_2) = \int_{-\frac{d}{2}-1}^{\frac{d}{2}} (x - c_1)^2 dx + \int_{\frac{d}{2}}^{\frac{d}{2}+1} (x - c_1)^2 dx = \frac{2}{3} + d + \frac{d^2}{2} + 2c_1^2.$$ 

It follows that $f_d$ reaches a minimum of $\frac{2}{3} + d + \frac{d^2}{2}$ on the subdomain $D$ of $D_0$ defined by $\frac{d}{2} + 1 < \frac{c_1+c_2}{2}$ (in any point $(c_1, c_2)$ with $c_1 = 0$, $c_2 > d + 2$).
Appendix B

Short-term power spectrum and auditory models
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B.1 Reinterpreting Short-Term Power Spectrum

In this section, we show that STPS extraction followed by frequency rescaling on a lin-log scale and dynamic-range compression is approximately equivalent to convolution with a real-valued filterbank followed by compression of the dynamic range and envelope extraction. Let us first show that STPS extraction can be seen as a sequence of two distinct operations: a convolution of the input signal with a real-valued filterbank followed by the extraction of a slowly-varying envelope from the output of each filter in the filterbank. More specifically, we show that under reasonable assumptions, the Short-Term Power Spectrum of a signal is constituted of the squared Hilbert envelopes of convolutions of this signal with modulated cosines.

Let us consider a sampled input signal $x(n)$, $n \in \mathbb{Z}$. We suppose that $x$ has finite support (this assumption can be made because all sounds considered in practical applications have finite durations). We consider a time-localizing window $v$ for the short-term Fourier Transform, also with finite support and we suppose that it has a low pass character with no or negligible energy in the frequency channels for which we want to obtain a short-term power spectrum measure.

By definition, the short-term power spectrum of $x$ at frequency $\frac{\omega}{2\pi}$ and instant $m$ based on
the time-localizing window \( v \) is:

\[
p(m, \omega) := \left| \sum_{n \in \mathbb{Z}} x(n)v(n - m)e^{-i\omega n} \right|^2.
\]

Let us note \( c_\omega \) the real part of \( \psi_\omega \), i.e. \( c_\omega : n \mapsto v(-n)\cos \omega n \). Then we have the following result:

**Theorem 7** (STPS interpretation).

\[
p(\cdot, \omega) = E(x \ast c_\omega)^2,
\]

where \( E(s) \) denotes the Hilbert envelope of signal \( s \).

**Proof.** Theorem 7

We can rewrite \( p(m, \omega) \) in order to see it as the squared modulus of a convolution of the input signal with a complex exponential modulated by the time-reversed version of the time-localizing window:

\[
p(m, \omega) = e^{-i\omega m} \left| \sum_{n \in \mathbb{Z}} x(n)v(-(m - n))e^{i\omega(m - n)} \right|^2 = |x \ast \psi_\omega(m)|^2,
\]

with \( \psi_\omega : m \mapsto v(-m)e^{j\omega m} \).

By definition the Hilbert envelope of \( s \) is the magnitude of the analytic signal (see for example [241], Chapter 2) associated to \( s \), i.e.:

\[
E(s) = |s + is \ast h|,
\]

where \( h \) is the impulse response for the discrete Hilbert transform (see for example [242]). So,

\[
E(x \ast c_\omega) = |x \ast c_\omega + i(x \ast c_\omega) \ast h|.
\]

Since both the time-localizing window and the input signal have finite support, all the sums involved in computing \( (x \ast c_\omega) \ast h \) and \( x \ast (c_\omega \ast h) \) are finite and it is easily shown that both quantities are equal. By linearity we then obtain:

\[
E(x \ast c_\omega) = |x \ast (c_\omega + ic_\omega \ast h)|.
\]
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We will show next that under the assumptions we made on the time-localizing window \( v \), we have \( c_\omega \star h = s_\omega \), with \( s_\omega : n \mapsto v(-n) \sin \omega n \). This will complete the proof as it is easily obtained from it that

\[ \mathcal{E}(x \star c_\omega)^2 = |x \star (c_\omega + is_\omega)|^2 = |x \star \psi_\omega|^2 = p(.,\omega). \]

To see that \( c_\omega \star h = s_\omega \), consider that \( c_\omega \) can be seen as the product of the window function with the cosine function, so that its Fourier transform \( \hat{c}_\omega \) is the convolution of the Fourier transform \( \hat{v} \) of the window function and of the Fourier transform of the cosine function \( \hat{C}_\omega \).

The Fourier transform of the cosine function is \( \hat{C}_\omega : x \mapsto \frac{1}{2} \mathbb{1}_{-\omega}(x) + \frac{1}{2} \mathbb{1}_{\omega}(x) \) and the Fourier transform of the corresponding sine function is \( \hat{S}_\omega : x \mapsto -\frac{i}{2\pi} \mathbb{1}_{-\omega}(x) + \frac{i}{2\pi} \mathbb{1}_{\omega}(x) \). From this, given that we assumed that \( \hat{v} \) has zero or negligible power above \( \omega \) (and below \(-\omega\)), we can deduce that \( x \mapsto -i \text{sgn}(x) \hat{c}_\omega(x) = \hat{s}_\omega \), where \( \hat{s}_\omega \) is the Fourier transform of \( s_\omega \), which proves the result.

So, STPS extraction can be seen as convolution with a filterbank followed by envelope extraction. We want to show that STPS extraction followed by frequency rescaling and dynamic-range compression is approximately equivalent to convolution with a filterbank followed by dynamic range compression and envelope extraction. The next steps to obtain this result are to show that performing the envelope extraction step before or after frequency rescaling or dynamic range compression has little impact on the final output and that the convolution with a filterbank followed by frequency rescaling is equivalent to convolution with a different filterbank. We refer to [104] Section II.B, for the demonstration that frequency rescaling approximately commutes with envelope extraction and that convolution with a filterbank followed by frequency rescaling is equivalent to convolution with a different filterbank. The last thing to justify is that cubic-root dynamic range compression approximately commutes with Hilbert envelope extraction. It is not true in general that Hilbert envelope extraction commutes with power laws, but changing the order of the two operations does not appear to make a big difference in the final result in practice. It would be nice to find reasonable conditions on the input signal for which there is a theoretical guarantee that applying dynamic range compression before envelope extraction results in an envelope whose dynamic range is compressed, but we leave that for future work.
B.2 Simple phenomenological models of the cochlea

In this appendix, we explain the rationale for simple phenomenological models of the cochlea constituted of a linear system followed by a static compressive nonlinearity.

Let us first introduce a simplified view of the cochlea, appropriate to describe its mechanical properties (see for example [243], Chapter 3). The cochlea can be seen as a solid tube containing two cavities running along its length, the *scala tympani* and the *scala vestibuli*. The top of the tube is usually referred to as the base of the cochlea and the bottom as the apex of the cochlea. The two cavities communicate with each other near the apex at a place called the *helicotrema* and are completely filled with an incompressible aqueous fluid. The walls of the cavities are rigid except for a flexible stretch of tissue separating the two cavities, the *cochlear partition*, and two flexible membranes sealing the top of the cavities: the *oval window* sealing the scala tympani and the *round window* sealing the scala vestibuli. The cochlear partition is a complex object, but the main thing we need to know for a high-level explanation is that it becomes gradually more flexible as it goes toward the apex and that it contains two type of neural cells: Inner Hair Cells (IHC) and Outer Hair Cells (OHC). The IHC are the primary sensory neurons of audition, they detect vibrations at different points along the cochlear partition and transduce them into graded electrical potentials that are transmitted further along the sensory pathways toward the brain. The OHC are effector neurons which react to mechanical stimulations in a way that is not yet fully understood, but results in the active amplification of small vibrations of the cochlear partition. There are around 3,000 IHC spread regularly in a single row along the cochlear partition and around 12,000 OHC spread regularly in three parallel rows along the cochlear partition.

We are now ready to explain how the cochlea works. Note that the cochlea is a complex and delicate mechanical system whose normal mode of operation is very hard to observe experimentally and there is still some controversy about the details of how it works (see for example [244] or [245]). We only give a high-level overview of the most commonly admitted principles. Incoming sounds are transmitted through the middle ear resulting in pulling and pushing motion on the oval window in synchrony with the pressure wave of the sound, as filtered by the middle ear. Since the cochlear compartments are filled with incompressible fluid, this results in displacement of the fluid within the cochlea, inward movement at the oval window resulting in outward
movement at the round window and vice-versa. As a result of this mechanical stimulation, the cochlear partition reacts in a remarkable way: the different parts of the partition are entrained by different frequency components of the incoming pressure wave. The most basal stretches of the partition are entrained by the highest frequency components and, as one goes toward the apex, the partition becomes entrained by lower and lower frequency components. An intuitive explanation for this phenomenon can be given in terms of path of least resistance. Movement in a system occurs preferentially along the path of least resistance and in the cochlea the path of least resistance happens to be different for the different frequency components of an incoming sound. Indeed, because the cochlear partition gets more and more flexible as one goes toward the apex of the cochlea, more apical places offer less resistance to motion. But, moving the cochlear partition at more apical locations requires moving larger masses of fluid (from the oval window to the point where the movement occurs and back to the round window). The optimal compromise between these two antagonist influences determines the path of least resistance. It is frequency-dependent because of the inertia of the fluid: moving fluid at a higher frequency, i.e. faster, requires more energy.

Thus the cochlear partition appears to operate as a sort of spatial Fourier analyzer of the incoming sound, in the sense that the motion at different points of the cochlear partition is related to the amount of energy in different frequency bands in the incoming sound. An important component of Fourier analysis, however, is linearity and the cochlea is known to be nonlinear as it exhibits several phenomenons that cannot arise in linear systems ([243], Chapter 4). Most of the elements in the physical description of the cochlea we outlined above are well-modeled by Linear Time-Invariant (LTI) differential equations ([243], Chapter 3) and thus cannot be the source of the non-linear phenomenon observed in the cochlea. Only the action of the OHC is not well captured by linear models and they are thought to be the main origin of the non-linear phenomenons observed in the cochlea. The exact mechanism of operation of the OHC is still a matter of debate, but it is generally thought that their main functional role is to input mechanical energy into the cochlear partition in a way that makes it an active sensor with a better sensitivity and a better frequency resolution than it could have as a purely passive sensor, allowing to detect weaker sounds and resolve frequency components better. With respect to sensitivity, in particular, the OHC action allows the ear to detect extremely weak sounds, resulting in a
huge 120 dB dynamic range of intensities to which the ear is responsive. This happens despite the limited 30-35 dB dynamic range of possible cochlear partition motion available to encode these intensities. It is possible thanks to a non-linear compression effect, whereby doubling the intensity of a sound results in most cases in less than a doubling of the corresponding displacement of the cochlear partition [168]. This compression of the dynamic range is the most prominent nonlinearity observed in the cochlea, leading to simple phenomenological models where the cochlea is decomposed into a purely linear part (modeled as an LTI system) followed by a static non-linearity that models the dynamic range compression.
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